Chapter 6

Quantum Computation \2\\
g

6.1 Classical Circuits

The concept of a quantum computer was intr §ed in Chapter 1. Here we
will specify our model of quantum Computa more precisely, and we will
point out some basic properties of the m ut before we explain what a
quantum computer does, perhaps we sh&~ say what a classical computer
does. 5

\2\
6.1.1 Universal gates ?/S

A classical (deterministic) ¢ %ter evaluates a function: given n-bits of
input it produces m-bits of a@aut that are uniquely determined by the input;
that is, it finds the value

Q_Q
Q" 10,13 = {0, 1), (6.1)

for a particular specified n-bit argument. A function with an m-bit value is
equivalent to m functions, each with a one-bit value, so we may just as well
say that the basic task performed by a computer is the evaluation of

£ {01y — {0,1). (6.2)
We can easily count the number of such functions. There are 2" possible

inputs, and for each input there are two possible outputs. So there are
altogether 22" functions taking n bits to one bit.

1



2 CHAPTER 6. QUANTUM COMPUTATION

The evaluation of any such function can be reduced to a sequence of
elementary logical operations. Let us divide the possible values of the input

T = T1L2X3... Ty, (6.3)

into one set of values for which f(x) = 1, and a complementary set for which
f(z) = 0. For each (*) such that f(2(¥) = 1, consider the function f such
that

1 =2z
(a) —
J(z) { 0 otherwise "\ (6.4)

RS
v
f@) = V@)V D % . (6.5)

f is the logical OR (V) of all the f(®)’ §Ynary arithmetic the V operation
of two bits may be represented

:E\/é;%—y—:v Y (6.6)

it has the value 0 if z and y, §Both zero, and the value 1 otherwise.
Now consider the eva /{)Z\on of (9. In the case where z(® = 111...1,
we may write ?.

Then

§ (a)(l’):l’l/\l’g/\l’g.../\l’n; (6.7)
it is the logicalé'gb (A) of all n bits. In binary arithmetic, the AND is the

product Q

TANYy=x-y. (6.8)

For any other z(®), f(®) is again obtained as the AND of n bits, but where the
NOT (—) operation is first applied to each x; such that xﬁ“) = 0; for example

fO(2) = (mz1) Az Axs A (mag) A .. (6.9)
if

2@ =0110. .. . (6.10)
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The NOT operation is represented in binary arithmetic as
—r=1-ux. (6.11)

We have now constructed the function f(x) from three elementary logi-
cal connectives: NOT, AND, OR. The expression we obtained is called the
“disjunctive normal form” of f(x). We have also implicitly used another
operation, COPY, that takes one bit to two bits:

COPY : z — zxx. (6.12)

We need the COPY operation because each f@ in the di ctive normal
form expansion of f requires its own copy of x to act on

In fact, we can pare our set of elementary logical co mtlves to a smaller
set. Let us define a NAND (“NOT AND”) operatio %

rly=-(zrAy) = (~z v&% (6.13)
In binary arithmetic, the NAND operation 1SQ_0

rly=1-4%& (6.14)
If we can COPY, we can use NAND t%é.erform NOT:

ZL’TZB:1K—1—ZB:_|ZE (6.15)

(Alternatively, if we can prepar@constant y=1thenzx T1=1-x = —x.)
Also,

@1y 1@y L@ty =1-(1-wy) =ay=zAy,
Q

@Tz) T (yly)=(2)1(y)=1-(1-2)(1-y)
=rx+y—axy=xVy. (6.17)

(6.16)

and

So if we can COPY, NAND performs AND and OR as well. We conclude
that the single logical connective NAND, together with COPY, suffices to
evaluate any function f. (You can check that an alternative possible choice
of the universal connective is NOR:

rly=-(zVy)=(=x)A (7)) (6.18)
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If we are able to prepare a constant bit (z = 0 or x = 1), we can reduce
the number of elementary operations from two to one. The NAND/NOT
gate

(x,y) — (1 —z,1—zy), (6.19)

computes NAND (if we ignore the first output bit) and performs copy (if
we set the second input bit to y = 1, and we subsequently apply NOT to
both output bits). We say, therefore, that NAND/NOT is a universal gate.
If we have a supply of constant bits, and we can apply the NAND/NOT
gates to any chosen pair of input bits, then we erform a sequence of
NAND/NOT gates to evaluate any function f/(%% 1}" — {0,1} for any
value of the input x = z125. .. 2.

These considerations motivate the circui t%del of computation. A com-
puter has a few basic components that perform elementary operations
on bits or pairs of bits, such as COPY T, AND, OR. It can also prepare
a constant bit or input a variable bit Computation is a finite sequence of
such operations, a circuit, applied t QE specified string of input bits.! The
result of the computation is the value of all remaining bits, after all the
elementary operations have begn\éxecuted.

It is a fundamental resul he theory of computation that just a few
elementary gates suffice aluate any function of a finite input. This
result means that with simple hardware components, we can build up
arbitrarily complex ¢ tations.

So far, we have §y considered a computation that acts on a particular
fixed input, but ay also consider families of circuits that act on inputs
of variable size \g;cuit families provide a useful scheme for analyzing and
classifying th&nplexity of computations, a scheme that will have a natural
generalization When we turn to quantum computation.

6.1.2 Circuit complexity

In the study of complexity, we will often be interested in functions with a
one-bit output

£:{0,13" = {0,1}. (6.20)

'The circuit is required to be acyclic, meaning that no directed closed loops are
permitted.
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Such a function f may be said to encode a solution to a “decision problem”
— the function examines the input and issues a YES or NO answer. Often, a
question that would not be stated colloquially as a question with a YES/NO
answer can be “repackaged” as a decision problem. For example, the function
that defines the FACTORING problem is:

1 if integer x has a divisor less than vy,
0 otherwise;

flz,y) = {
(6.21)

knowing f(z,y) for all y < x is equivalent to knowing the #sgst nontrivial
factor of y. Another important example of a decision prob is the HAMIL-
TONIAN path problem: let the input be an (-vertex g , represented by
an ¢ x ¢ adjacency matrix (a1 in the ij entry means tgis an edge linking

vertices ¢ and j); the function is \k_
1 if graph = has a Ha@onian ath,
fx) = { 0 otlglervpifise. Q' ! (6.22)

(A path is Hamiltonian if it visits each V& exactly once.)

We wish to gauge how hard a proh& is by quantifying the resources
needed to solve the problem. For a d&%sion problem, a reasonable measure
of hardness is the size of the smalle;( ircuit that computes the corresponding
function f : {0,1}* — {0,1}. 1ze we mean the number of elementary
gates or components that we @ wire together to evaluate f. We may also
be interested in how much #M8 it takes to do the computation if many gates
are permitted to execute i@pparallel. The depth of a circuit is the number of
time steps required, assguing that gates acting on distinct bits can operate
simultaneously (that IQ e depth is the maximum length of a directed path
from the input to the output of the circuit). The width of a circuit is the
maximum number of gates that act in any one time step.

We would like to divide the decision problems into two classes: easy and
hard. But where should we draw the line? For this purpose, we consider
infinite families of decision problems with variable input size; that is, where
the number of bits of input can be any integer n. Then we can examine how
the size of the circuit that solves the problem scales with n.

If we use the scaling behavior of a circuit family to characterize the dif-
ficulty of a problem, there is a subtlety. It would be cheating to hide the
difficulty of the problem in the design of the circuit. Therefore, we should
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restrict attention to circuit families that have acceptable “uniformity” prop-
erties — it must be “easy” to build the circuit with n 4 1 bits of input once
we have constructed the circuit with an n-bit input.

Associated with a family of functions { f,,} (where f,, has n-bit input) are
circuits {C),} that compute the functions. We say that a circuit family {C,,}
is “polynomial size” if the size of C,, grows with n no faster than a power of
n,

size (C,,) < poly (n), (6.23)
where poly denotes a polynomial. Then we deﬁne;z\\
P = {decision problem solved by polynom'é].gsize circuit families}

(P for “polynomial time”). Decision proble ﬁl P are “easy.” The rest are
“hard.” Notice that C,, computes f,(z) every possible n-bit input, and
therefore, if a decision problem is in PQe can find the answer even for the
“worst-case” input using a circuit of no greater than poly(n). (As noted
above, we implicitly assume that és_gc-ircuit family is “uniform” so that the
design of the circuit can itself olved by a polynomial-time algorithm.
Under this assumption, solva‘\kg in polynomial time by a circuit family is
equivalent to solvability in pOlyhomial time by a universal Turing machine.)

Of course, to determi& he size of a circuit that computes f,,, we must
know what the element omponents of the circuit are. Fortunately, though,
whether a problem li P does not depend on what gate set we choose, as
long as the gates ar&N¥niversal, the gate set is finite, and each gate acts on a
set of bits of bou size. One universal gate set can simulate another.

The vast m@jority of function families f : {0,1}" — {0,1} are not in
P. For mos hnctions, the output is essentially random, and there is no
better way to “compute” f(z) than to consult a look-up table of its values.
Since there are 2" n-bit inputs, the look-up table has exponential size, and a
circuit that encodes the table must also have exponential size. The problems
in P belong to a very special class — they have enough structure so that the
function f can be computed efficiently.

Of particular interest are decision problems that can be answered by
exhibiting an example that is easy to verify. For example, given z and y < z,
it is hard (in the worst case) to determine if x has a factor less than y. But
if someone kindly provides a z < y that divides z, it is easy for us to check
that z is indeed a factor of z. Similarly, it is hard to determine if a graph
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has a Hamiltonian path, but if someone kindly provides a path, it is easy to
verify that the path really is Hamiltonian.

This concept that a problem may be hard to solve, but that a solution
can be easily verified once found, can be formalized by the notion of a “non-
deterministic” circuit. A nondeterministic circuit CN’mm(:B("), y(™)) associated
with the circuit C,(z(™) has the property:

Co(z™) = 1iff Cppn (2™, y™) =1 for some y'™. (6.24)

(where ™ is n bits and y™ is m bits.) Thus for a particular (™ we can
use C,,,, to verify that C,(z™ = 1, if we are fortunate en\?@l to have the
right ™ in hand. We define: A

NP: {decision problems that admit a polynomiefsize nondeter-
ministic circuit family}

(NP for “nondeterministic polynomial time”). problem is in NP, there
is no guarantee that the problem is easy, only a solution is easy to check
once we have the right information. Evidggtly P C NP. Like P, the NP
problems are a small subclass of all deci%mblems.

Much of complexity theory is built & fundamental conjecture:

Q)
Conjectte P # N P; (6.25)

there exist hard decision prob@whose solutions are easily verified. Un-
fortunately, this important §ecture still awaits proof. But after 30 years
of trying to show otherwis&_ ost complexity experts are firmly confident of

its validity. A
An important exa\ﬁtof a problem in NP is CIRCUIT-SAT. In this case
the input is a circuit ith n gates, m input bits, and one output bit. The
problem is to find if there is any m-bit input for which the output is 1. The
function to be evaluated is

1 if there exists 2™ with C'(z(™) = 1,

0 otherwise. (6.26)

rer={

This problem is in NP because, given a circuit, it is easy to simulate the
circuit and evaluate its output for any particular input.

I'm going to state some important results in complexity theory that will

be relevant for us. There won’t be time for proofs. You can find out more
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by consulting one of the many textbooks on the subject; one good one is
Computers and Intractability: A Guide to the Theory of NP-Completeness,
by M. R. Garey and D. S. Johnson.

Many of the insights engendered by complexity theory flow from Cook’s
Theorem (1971). The theorem states that every problem in NP is poly-
nomially reducible to CIRCUIT-SAT. This means that for any PROBLEM
€ NP, there is a polynomial-size circuit family that maps an “instance” 2™
of PROBLEM to an “instance” y(™ of CIRCUIT-SAT; that is

CIRCUIT — SAT (™)) = 1 iff PROBLEM (z™) = 1.

\2\\ (6.27)
. . . A
It follows that if we had a magical device that cowdd efficiently solve CIRCUIT-
SAT (a CIRCUIT-SAT “oracle”), we could cogple that device with the poly-
nomial reduction to efficiently solve PROBLE-M. Cook’s theorem tells us that
if it turns out that CIRCUIT-SAT € P ANen P = NP.

A problem that, like CIRCUIT-SAN“has the property that every prob-
lem in NP is polynomially reduci o it, is called N P-complete (NPC).
Since Cook, many other examplegave been found. To show that a PROB-
LEM € NP is NP-complete, i@lfﬁces to find a polynomial reduction to
PROBLEM of another probl hat is already known to be N P-complete.
For example, one can eXh]Qﬁ polynomial reduction of CIRCUIT-SAT to
HAMILTONIAN. It foll from Cook’s theorem that HAMILTONIAN is
also N P-complete.

If we assume thaq 7é NP, it follows that there exist problems in NP
of intermediate di ty (the class NPI). These are neither P nor NPC.

Another im oQEnt complexity class is called co-N P. Heuristically, NP
decision probér’are ones we can answer by exhibiting an example if the an-

swer is YES, While co-N P problems can be answered with a counter-example
if the answer is NO. More formally:

{C}ye NP :C(x)=1iff C(x,y) =1 for some y (6.28)

{C} € co—NP :C(z)=1iff C(z,y) =1 for all y. (6.29)

Clearly, there is a symmetry relating the classes NP and co-N P — whether
we consider a problem to be in NP or co-N P depends on how we choose to
frame the question. (“Is there a Hamiltonian circuit?” is in NP. “Is there
no Hamiltonian circuit?” is in co-NP). But the interesting question is: is a
problem in both NP and co-N P? If so, then we can easily verify the answer
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(once a suitable example is in hand) regardless of whether the answer is YES
or NO. It is believed (though not proved) that NP # co—N P. (For example,
we can show that a graph has a Hamiltonian path by exhibiting an example,
but we don’t know how to show that it has no Hamiltonian path that way!)
Assuming that NP # co— NP, there is a theorem that says that no co-NP
problems are contained in NPC. Therefore, problems in the intersection of
NP and co-NP, if not in P, are good candidates for inclusion in NPI.

In fact, a problem in NP N co—NP that is believed not in P is the
FACTORING problem. As already noted, FACTORING is in NP because,
if we are offered a factor of z, we can easily check its validity. But it is also in
co-N P, because it is known that if we are given a prime nu hen (at least
in principle), we can efficiently verify its primality. Thu At Someone tells us
the prime factors of x, we can efficiently check that th@?ﬂe factorization is
right, and can exclude that any integer less than y is @ isor of x. Therefore,
it seems likely that FACTORING is in NPI.

We are led to a crude (conjectured) pictu\r§> the structure of NP U
co—NP. NP and co-NP do not coincide, b@_ ey have a nontrivial inter-
section. P lies in NP N co—NP (because R = co—P), but the intersection
also contains problems not in P (like FA&RING). Neither NPC' nor co-
NPC intersects with NP Nco—NP. \_

There is much more to say about 'C&lplexity theory, but we will be con-
tent to mention one more element, ?é} relates to the discussion of quantum
complexity. It is sometimes usefu?bo consider probabilistic circuits that have
access to a random number g tor. For example, a gate in a probabilistic
circuit might act in either on&f two ways, and flip a fair coin to decide which
action to execute. Such ag;r—cuit, for a single fixed input, can sample many
possible computationalpaths. An algorithm performed by a probabilistic
circuit is said to be “&mized?’

If we attack a decision problem using a probabilistic computer, we attain
a probability distribution of outputs. Thus, we won’t necessarily always get
the right answer. But if the probability of getting the right answer is larger
than % + 0 for every possible input (§ > 0), then the machine is useful. In
fact, we can run the computation many times and use majority voting to
achieve an error probability less than €. Furthermore, the number of times
we need to repeat the computation is only polylogarithmic in e~!.

If a problem admits a probabilistic circuit family of polynomial size that
always gives the right answer with probability larger than %—I—é (for any input,
and for fixed & > 0), we say the problem is in the class BPP (“bounded-error
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probabilistic polynomial time”). It is evident that
P C BPP, (6.30)

but the relation of NP to BPP is not known. In particular, it has not been
proved that BPP is contained in NP.

6.1.3 Reversible computation

In devising a model of a quantum computer, we will generalize the circuit
model of classical computation. But our quantum@ gates will be unitary
transformations, and hence will be invertible, w8 classical logic gates like
the NAND gate are not invertible. Before we d?cuss quantum circuits, it is
useful to consider some features of reversible§assical computation.

Aside from the connection with quant nszComputation, another incentive
for studying reversible classical compu@%n arose in Chapter 1. As Lan-
dauer observed, because irreversible k@c elements erase information, they
are necessarily dissipative, and therQﬂ'e, require an irreducible expenditure
of power. But if a computer operz@s’revetsibly, then in principle there need
be no dissipation and no powe uirement. We can compute for free!

A reversible computer ev&%&es an invertible function taking n bits to n

bits
t &\2\
Xf {01 = (0. (6.31)

the function must heWivertible so that there is a unique input for each output;
then we are able Q"principle to run the computation backwards and recover
the input from@iré output. Since it is a 1-1 function, we can regard it as a
permutation df)the 2" strings of n bits — there are (2")! such functions.

Of course, any irreversible computation can be “packaged” as an evalu-
ation of an invertible function. For example, for any f : {0,1}" — {0,1}™,
we can construct f : {0, 1} — {0, 1} such that

F;0) = (x5 f(2)), (6.32)

(where 0™ denotes m-bits initially set to zero). Since f takes each (z;0(™)
to a distinct output, it can be extended to an invertible function of n +m
bits. So for any f taking n bits to m, there is an invertible f taking n + m
to n + m, which evaluates f(z) acting on (z,00™)
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Now, how do we build up a complicated reversible computation from
elementary components — that is, what constitutes a universal gate set? We
will see that one-bit and two-bit reversible gates do not suffice; we will need
three-bit gates for universal reversible computation.

Of the four 1-bit — 1-bit gates, two are reversible; the trivial gate and
the NOT gate. Of the (2!)? = 256 possible 2-bit — 2-bit gates, 4! = 24 are
reversible. One of special interest is the controlled-NOT or reversible XOR
gate that we already encountered in Chapter 4:

XOR: (z,y) — (z,x D y), (6.33)

v
Yy —— a0y >
\k_

This gate flips the second bit if the first is 1, gﬁge‘s nothing if the first bit

is 0 (hence the name controlled-NOT). Its sq is trivial, that is, it inverts
itself. Of course, this gate performs a NOT ol the second bit if the first bit
is set to 1, and it performs the copy ope@ if y is initially set to zero:

XOR : (z, Qg\\é (z,7). (6.34)
&
v

N
U

With the circuit

ST
%,
8 «

a7

constructed from thre&R’s, we can swap two bits:
(z,y) = (z, 2@ y) = (y, 2B Y) — (y,2). (6.35)

With these swaps we can shuffle bits around in a circuit, bringing them
together if we want to act on them with a particular component in a fixed
location.

To see that the one-bit and two-bit gates are nonuniversal, we observe
that all these gates are linear. Each reversible two-bit gate has an action of

the form
(y) - (y) M (y) (0, (6.36)
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where the constant (Z) takes one of four possible values, and the matrix M
is one of the six invertible matrices

(305G,

(All addition is performed modulo 2.) Combining the six choices for M with
the four possible constants, we obtain 24 distinct gates, which exhausts all
the reversible 2 — 2 gates.

Since the linear transformations are closed under composition, any circuit
composed from reversible 2 — 2 (and 1 — 1) g ill compute a linear
function

r— Mz —I—&'%v (6.38)

But for n > 3, there are invertible functj on n-bits that are nonlinear. An
important example is the 3-bit Toﬁo@ te (or controlled-controlled-NOT)
6)

0@ : (x@%—ﬁ (z,y, 2 ® xy); (6.39)

&
eV“ I

—&b— 2Dy
S

it flips the thi 1t if the first two are 1 and does nothing otherwise. Like
the XOR gat@ is its own inverse.

Unlike the reversible 2-bit gates, the Toffoli gate serves as a universal gate
for Boolean logic, if we can provide fixed input bits and ignore output bits.
If z is initially 1, then x Ty = 1 — xy appears in the third output — we can
perform NAND. If we fix x = 1, the Toffoli gate functions like an XOR gate,
and we can use it to copy.

The Toffoli gate #®) is universal in the sense that we can build a circuit to
compute any reversible function using Toffoli gates alone (if we can fix input
bits and ignore output bits). It will be instructive to show this directly,
without relying on our earlier argument that NAND/NOT is universal for
Boolean functions. In fact, we can show the following: From the NOT gate
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and the Toffoli gate #®), we can construct any invertible function on n bits,
provided we have one extra bit of scratchpad space available.

The first step is to show that from the three-bit Toffoli-gate #©) we can
construct an n-bit Toffoli gate 8 that acts as

(1, T2, Tp1,Y) = (T1, 22, -, Ty 1Y D T1T . .. Typ1).
(6.40)

The construction requires one extra bit of scratch space. For example, we
construct 8 from 6©)’s with the circuit

T x1
) X2 %
0 D D 0 {"

. NS

Y

P
N
8
X
8
[\o}
8
w0

The purpose of the last ) gate is to re@the scratch bit back to its original
value zero. Actually, with one mor ‘é e we can obtain an implementation
of 8 that works irrespective of tkfg itial value of the scratch bit:

%
ZEQ Ta

-
A
\d

T x1

Q D S, w
X3 €3
Y < D Y D r1r273

Again, we can eliminate the last gate if we don’t mind flipping the value of
the scratch bit.

We can see that the scratch bit really is necessary, because 8™ is an odd
permutation (in fact a transposition) of the 24 4-bit strings — it transposes
1111 and 1110. But 6® acting on any three of the four bits is an even
permutation; e.g., acting on the last three bits it transposes 0111 with 0110,
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and 1111 with 1110. Since a product of even permutations is also even, we
cannot obtain A as a product of #(3)’s that act on four bits only.

The construction of 8™ from four 6®)’s generalizes immediately to the
construction of #™ from two #~1’s and two #©)’s (just expand z; to several
control bits in the above diagram). Iterating the construction, we obtain 6™
from a circuit with 2724273 —2 §3)’s. Furthermore, just one bit of scratch
space is sufficient.?) (When we need to construct ), any available extra
bit will do, since the circuit returns the scratch bit to its original value. The
next step is to note that, by conjugating 6 with NOT gates, we can in
effect modify the value of the control string that ‘i&iggers” the gate. For

example, the circuit \2\
A

$3 4@—%@*
s
O
flips the value of y if :Blzlqu\— 010, and it acts trivially otherwise. Thus
this circuit transposes the ¥wo strings 0100 and 0101. In like fashion, with
6 and NOT gates an devise a circuit that transposes any two n-bit
strings that differ i y one bit. (The location of the bit where they differ
is chosen to be tlé_\rbrget of the 9(" gate.)
But in fact ? ransposition that exchanges any two n-bit strings can be

expressed as oduct of transpositions that interchange strings that differ
in only one bit. If ap and a, are two strings that are Hamming distance s
apart (differ in s places), then there is a chain

ag, a1, as, as, . .. , g, (6.41)

such that each string in the chain is Hamming distance one from its neighbors.
Therefore, each of the transpositions

(apay), (a1az), (azasz), ... (as_1as), (6.42)

2With more scratch space, we can build 0™ from #3)’s much more efficiently — see
the exercises.
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can be implemented as a #(™ gate conjugated by NOT gates. By composing
transpositions we find

(apas) = (as—1as)(as—2as1) . .. (azaz)(araz)(aoar)(a1az)(azas)
oo (ag—ga5-1)(as—1as); (6.43)

we can construct the Hamming-distance-s transposition from 2s—1 Hamming-
distance-one transpositions. It follows that we can construct (apas) from
6")’s and NOT gates.

Finally, since every permutation is a product of transpositions, we have
shown that every invertible function on n-bits (every permWion on n-bit
strings) is a product of #%)’s and NOT’s, using just one b"&@ﬂ scratch space.

Of course, a NOT can be performed with a 6®) gateiBwe fix two input
bits at 1. Thus the Toffoli gate #®) is universal for r@s}ble computation,
if we can fix input bits and discard output bits. \k_

Q?‘

6.1.4 Billiard ball computer O

gates are needed for universal reversibl putation. One is tempted to
remark that “three-body interactions” gge hieeded, so that building reversible
hardware is more challenging than b &g irreversible hardware. However,
this statement may be somewhat ngading.

Fredkin described how to % a universal reversible computer in which

Two-bit gates suffice for universal irrever?b computation, but three-bit

the fundamental interaction i elastic collision between two billiard balls.
Balls of radius Lz move 011\‘5 quare lattice with unit lattice spacing. At
each integer valued time, center of each ball lies at a lattice site; the
presence or absence of gball at a particular site (at integer time) encodes
a bit of information.@ each unit of time, each ball moves unit distance
along one of the lattice directions. Occasionally, at integer-valued times, 90°
elastic collisions occur between two balls that occupy sites that are distance
V2 apart (joined by a lattice diagonal).

The device is programmed by nailing down balls at certain sites, so that
those balls act as perfect reflectors. The program is executed by fixing ini-
tial positions and directions for the moving balls, and evolving the system
according to Newtonian mechanics for a finite time. We read the output
by observing the final positions of all the moving balls. The collisions are
nondissipative, so that we can run the computation backward by reversing
the velocities of all the balls.
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To show that this machine is a universal reversible computer, we must
explain how to operate a universal gate. It is convenient to consider the
three-bit Fredkin gate

(x,y,2) — (x,22 + Ty, xy + T2), (6.44)

which swaps y and z if z = 0 (we have introduced the notation T = —x).
You can check that the Fredkin gate can simulate a NAND/NOT gate if we
fix inputs and ignore outputs.

We can build the Fredkin gate from a more primitive object, the switch
gate. A switch gate taking two bits to three acts a3~

(z,9) = (2, 2y, 7y). A (6.45)

v xS
y -9 F %g'
The gate is “reversible” in that we @ run it backwards acting on a con-
strained 3-bit input taking one of ghéMour values

T 0 1 1
Y »g@ 0 0 1 (6.46)
z &\2\ 0 1 0 0

Furthermore, the swit lr%ate is itself universal; fixing inputs and ignoring
outputs, it can do N (y = 1, third output) AND (second output), and
COPY (y = 1, firsg"8hd second output). It is not surprising, then, that we
can compose swiQh gates to construct a universal reversible 3 — 3 gate.

Indeed, the cirQ.it

Q

builds the Fredkin gate from four switch gates (two running forward and two
running backward). Time delays needed to maintain synchronization are not
explicitly shown.

In the billiard ball computer, the switch gate is constructed with two
reflectors, such that (in the case x = y = 1) two moving balls collide twice.
The trajectories of the balls in this case are:
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A ball labeled = emerges from the gate along the same trajectory (and at the
same time) regardless of whether the other ball is present. But for z = 1, the
position of the other ball (if present) is shifted down compared to its final
position for x = 0 — this is a switch gate. Since we can perform a switch
gate, we can construct a Fredkin gate, and implement universal reversible
logic with a billiard ball computer.

An evident weakness of the billiard-ball scheme is that initial errors in the
positions and velocities of the ball will accumulate rapidly, and the computer
will eventually fail. As we noted in Chapter 1 (and Landauer has insistently
pointed out) a similar problem will afflict any proposed schewe for dissipa-
tionless computation. To control errors we must be abl e.ﬂompress the
phase space of the device, which will necessarily be a di%ﬁsative process.

<>

6.1.5 Saving space {-
But even aside from the issue of error control tifre is another key question
about reversible computation. How do we age the scratchpad space

needed to compute reversibly? A

In our discussion of the universality &e Toffoli gate, we saw that in
principle we can do any reversible com%&u ion with very little scratch space.
But in practice it may be impossi@ ifficult to figure out how to do a
particular computation with minin@ space, and in any case economizing on
space may be costly in terms of run time.

There is a general strategy,$Qr simulating an irreversible computation on
a reversible computer. Each ®keversible NAND or COPY gate can be simu-
lated by a Toffoli gate by f@1g inputs and ignoring outputs. We accumulate
and save all “garbage” QJ.‘cput bits that are needed to reverse the steps of
the computation. The@mputation proceeds to completion, and then a copy
of the output is generated. (This COPY operation is logically reversible.)
Then the computation runs in reverse, cleaning up all garbage bits, and re-
turning all registers to their original configurations. With this procedure
the reversible circuit runs only about twice as long as the irreversible circuit
that it simulates, and all garbage generated in the simulation is disposed of
without any dissipation and hence no power requirement.

This procedure works, but demands a huge amount of scratch space — the
space needed scales linearly with the length 7" of the irreversible computation
being simulated. In fact, it is possible to use space far more efficiently (with
only a minor slowdown), so that the space required scales like logT" instead
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of T. (That is, there is a general-purpose scheme that requires space o
log T'; of course, we might do even better in the simulation of a particular
computation.)

To use space more effectively, we will divide the computation into smaller
steps of roughly equal size, and we will run these steps backward when pos-
sible during the course of the computation. However, just as we are unable
to perform step £ of the computation unless step & — 1 has already been
completed, we are unable to run step k in reverse if step k— 1 has previously
been executed in reverse.> The amount of space we require (to store our
garbage) will scale like the maximum value of the mymber of forward steps
minus the number of backward steps that have b executed.

The challenge we face can be likened to a e — the reversible pebble
game.* The steps to be executed form a onezdighension directed graph with
sites labeled 1,2,3...T. Execution of step_k_is modeled by placing a pebble
on the kth site of the graph, and executife-'step k in reverse is modeled as
removal of a pebble from site k. At th Qeginning of the game, no sites are
covered by pebbles, and in each tu Qe add or remove a pebble. But we
cannot place a pebble at site k (e %for k = 1) unless site k — 1 is already
covered by a pebble, and we ca )q{emove a pebble from site k (except for
k = 1) unless site k — 1 is co @. The object is to cover site T (complete
the computation) without %g more pebbles than necessary (generating a
minimal amount of garb :

In fact, with n pe%@'we can reach site 7' = 2" — 1, but we can go no
further. Q

We can constrycy a recursive procedure that enables us to reach site
T = 2! with n%’bbles, leaving only one pebble in play. Let F}(k) denote
placing a pebe-a't site k, and I (k)" denote removing a pebble from site
k. Then

Fy(1,2) = A()AR) A, (6.47)

leaves a pebble at site k = 2, using a maximum of two pebbles at intermediate

3We make the conservative assumption that we are not clever enough to know ahead
of time what portion of the output from step £ — 1 might be needed later on. So we store
a complete record of the configuration of the machine after step k£ — 1, which is not to be
erased until an updated record has been stored after the completion of a subsequent step.

4as pointed out by Bennett. For a recent discussion, see M. Li and P. Vitanyi,
quant-ph/9703022.



6.1. CLASSICAL CIRCUITS 19

stages. Similarly

F5(1,4) = F5(1,2)Fy(3,4) F»(1,2) 7, (6.48)
reaches site k = 4 using a maximum of three pebbles, and

Fi(1,8) = F3(1,4)F5(5,8) F3(1,4) 7", (6.49)

reaches k = 8 using four pebbles. Evidently we can construct F,(1,2"!)
which uses a maximum of n pebbles and leaves a single pebble in play. (The

routine
Q
Fn(1>2n_1)Fn 1(2n 1‘|—1 gn=— 1_|_2n 2 K_
(6.50)

leaves all n pebbles in play, with the maximal peb%h t site k = 2" — 1.)

Interpreted as a routine for executing T' = 2 steps of a computation,
this strategy for playing the pebble game repk@a ts a simulation requiring
space scaling like n ~ log T'. How long does th&@tmulation take? At each level
of the recursive procedure described above @m steps forward are replaced by
two steps forward and one step back. T fore, an irreversible computation
with Ti,, = 2" steps is simulated in Tian r@) 3" steps, or

&\g\ogZ — irr 158 (651)

rov - 1rr 5

a modest power law slowdovg%
¢

In fact, we can improve slowdown to

Q_Q— Trev ~ (Tie) ', (6.52)

for any € > 0. Instead ¥f replacing two steps forward with two forward and
one back, we replace ¢ forward with ¢ forward and ¢ — 1 back. A recursive
procedure with n levels reaches site (" using a maximum of n(f — 1) + 1
pebbles. Now we have T, = ¢" and Tyey = (20 — 1), so that

va — (Tirr)log(ﬂ—l)/logé; (653)
the power characterizing the slowdown is

log(2( — 1) _log2( +1log (1—35;) L log2
log¢ log ¢ o log ¢’

(6.54)
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and the space requirement scales as

log T’
log ¢

S~nl~{ (6.55)

Thus, for any fixed £ > 0, we can attain .S scaling like log T, and a slowdown
no worse than (7},)'*. (This is not the optimal way to play the Pebble game
if our objective is to get as far as we can with as few pebbles as possible. We
use more pebbles to get to step T', but we get there faster.)

We have now seen that a reversible circuit can simulate a circuit com-
posed of irreversible gates efficiently — without requiriyg unreasonable mem-
ory resources or causing an unreasonable slowdo hy is this important?
You might worry that, because reversible comfgtation is “harder” than ir-
reversible computation, the classification of plexity depends on whether
we compute reversibly or irreversibly. B is is not the case, because a
reversible computer can simulate an ierggible computer pretty easily.

&
6.2 Quantum Circw’zts

Now we are ready to formulaat\w mathematical model of a quantum com-
puter. We will generalize t %ircuit model of classical computation to the
quantum circuit model ofAgtantum computation.

A classical comput %rocesses bits. It is equipped with a finite set of
gates that can be a@' d to sets of bits. A quantum computer processes
qubits. We will assulyte that it too is equipped with a discrete set of funda-
mental componel@: called quantum gates. Each quantum gate is a unitary
transformation@hét acts on a fixed number of qubits. In a quantum com-
putation, a ﬁ@e number n of qubits are initially set to the value |00...0).
A circuit is executed that is constructed from a finite number of quantum
gates acting on these qubits. Finally, a Von Neumann measurement of all the
qubits (or a subset of the qubits) is performed, projecting each onto the basis
{]0),]1)}. The outcome of this measurement is the result of the computation.

Several features of this model require comment:

(1) It is implicit but important that the Hilbert space of the device has a pre-
ferred decomposition into a tensor product of low-dimensional spaces,
in this case the two-dimensional spaces of the qubits. Of course, we
could have considered a tensor product of, say, qutrits instead. But
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anyway we assume there is a natural decomposition into subsystems
that is respected by the quantum gates — which act on only a few
subsystems at a time. Mathematically, this feature of the gates is cru-
cial for establishing a clearly defined notion of quantum complexity.
Physically, the fundamental reason for a natural decomposition into
subsystems is locality; feasible quantum gates must act in a bounded
spatial region, so the computer decomposes into subsystems that inter-
act only with their neighbors.

(2) Since unitary transformations form a continuum, it may seem unneces-
sarily restrictive to postulate that the machine can ex: e only those
quantum gates chosen from a discrete set. We nevep(EZl\ess accept such
a restriction, because we do not want to invent w physical imple-
mentation each time we are faced with a new Co%utation to perform.

(3) We might have allowed our quantum gates to ?Euperoperators, and our
final measurement to be a POVM. But si we can easily simulate a
superoperator by performing a unitary sformation on an extended
system, or a POVM by performing on Neumann measurement on
an extended system, the model as f@nulated is of sufficient generality.

(4) We might allow the final measu @E‘ent to be a collective measurement,
or a projection into a differe “&sis. But any such measurement can be
implemented by performingvs.suitable unitary transformation followed
by a projection onto the ﬁ%ﬂdard basis {|0),|1)}". Of course, compli-
cated collective measurd@ients can be transformed into measurements
in the standard basi y with some difficulty, but it is appropriate to
take into account @_is difficulty when characterizing the complexity of
an algorithm. Q

(5) We might have allowed measurements at intermediate stages of the
computation, with the subsequent choice of quantum gates conditioned
on the outcome of those measurements. But in fact the same result
can always be achieved by a quantum circuit with all measurements
postponed until the end. (While we can postpone the measurements in
principle, it might be very useful in practice to perform measurements
at intermediate stages of a quantum algorithm.)

A quantum gate, being a unitary transformation, is reversible. In fact, a
classical reversible computer is a special case of a quantum computer. A
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classical reversible gate

implementing a permutation of n-bit strings, can be regarded as a unitary
transformation that acts on the “computational basis {|z;)} according to

U:lag) — |y (6.57)

This action is unitary because the 2" strings |y;) are all mutually orthogonal.
A quantum computation constructed from such classical gates takes |0...0)
to one of the computational basis states, so that\zhe final measurement is
deterministic. A

There are three main issues concerning ogodel that we would like to
address. The first issue is universality. The Most general unitary transfor-
mation that can be performed on n qubits@ element of U(2"). Our model
would seem incomplete if there were tr@gsformations in U(2") that we were
unable to reach. In fact, we will se t there are many ways to choose a
discrete set of universal quantum gates. Using a universal gate set we can
construct circuits that compute itary transformation that comes as close
as we please to any element i @")

Thanks to universality, 'libxe is also a machine independent notion of
quantum complexity. We R define a new complexity class BQ) P — the class
of decision problems th W&n be solved, with high probability, by polynomial-
size quantum circuit %ﬁ’nce one universal quantum computer can simulate
another efficiently, th¢ class does not depend on the details of our hardware
(on the universal@afe set that we have chosen).

Notice tha uantum computer can easily simulate a probabilistic clas-
sical comput@ it can prepare %(|0> + |1)) and then project to {|0),]1)},
generating a random bit. Therefore BQ) P certainly contains the class BPP.
But as we discussed in Chapter 1, it seems to be quite reasonable to expect
that BQP is actually larger than BPP, because a probabilistic classical
computer cannot easily simulate a quantum computer. The fundamental dif-
ficulty is that the Hilbert space of n qubits is huge, of dimension 2", and
hence the mathematical description of a typical vector in the space is ex-
ceedingly complex. Our second issue is to better characterize the resources
needed to simulate a quantum computer on a classical computer. We will see
that, despite the vastness of Hilbert space, a classical computer can simulate
an n-qubit quantum computer even if limited to an amount of memory space
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that is polynomial in n. This means the BQ) P is contained in the complexity
class PSPACE, the decision problems that can be solved with polynomial
space, but may require exponential time. (We know that NP is also con-
tained in PSPACE, since checking if C'(z(™, y(™) = 1 for each y™ can be
accomplished with polynomial space.’

The third important issue we should address is accuracy. The class BQ P
is defined formally under the idealized assumption that quantum gates can be
executed with perfect precision. Clearly, it is crucial to relax this assumption
in any realistic implementation of quantum computation. A polynomial size
quantum circuit family that solves a hard problem would rQt be of much
interest if the quantum gates in the circuit were required t HQ\% exponential
accuracy. In fact, we will show that this is not the case. ASsldealized T-gate
quantum circuit can be simulated with acceptable acctficy by noisy gates,
provided that the error probability per gate scales like 1 /7.

We see that quantum computers pose a seriosg=hallenge to the strong
Church-Turing thesis, which contends that an3is§ysically reasonable model
of computation can be simulated by probab@_ ¢ classical circuits with at
worst a polynomial slowdown. But so far ther® is no firm proof that

BPP # @ : (6.58)

Nor is such a proof necessarily soo  be expected.® Indeed, a corollary

would be &
B}Q& PSPACE, (6.59)

which would settle one of ‘g@gzlong-standing and pivotal open questions in
complexity theory.

It might be less unr@is’tic to hope for a proof that BPP # BQ P follows
from another standar@)njecture of complexity theory such as P # NP. So
far no such proof has been found. But while we are not yet able to prove
that quantum computers have capabilities far beyond those of conventional
computers, we nevertheless might uncover evidence suggesting that BPP #
BQP. We will see that there are problems that seem to be hard (in classical
computation) yet can be efficiently solved by quantum circuits.

SActually there is another rung of the complexity hierarchy that may separate BQP
and PSPACE; we can show that BQP C P#P C PSPACE, but we won’t consider P#?
any further here.

6That is, we ought not to expect a “nonrelativized proof.” A separation between BPP
and BQP “relative to an oracle” will be established later in the chapter.
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Thus it seems likely that the classification of complexity will be different
depending on whether we use a classical computer or a quantum computer
to solve a problem. If such a separation really holds, it is the quantum
classification that should be regarded as the more fundamental, for it is
better founded on the physical laws that govern the universe.

6.2.1 Accuracy

Let’s discuss the issue of accuracy. We imagine that we wish to implement
a computation in which the quantum gates U,,Us~_. . ,Ur are applied se-
quentially to the initial state |po). The state prepqzs’} y our ideal quantum
circuit is V’
|S0T> = UTUT_1 e ﬁh@(ﬁ (660)
But in fact our gates do not have perfec@ﬁuracy. When we attempt to ap-
ply the unitary transformation U, w tead apply some “nearby” unitary
transformation Uy. (Of course, this iQ%ot the most general type of error that
we might contemplate — the unitai)L?; might be replaced by a superoperator.
Considerations similar to those @ow would apply in that case, but for now
we confine our attention to ‘aitary errors.”)
The errors cause the actad state of the computer to wander away from

the ideal state. How far ddes it wander? Let |or) denote the ideal state after
t quantum gates are applNed, so that

§ o) = Utlpr—). (6.61)
But if we applgqhe actual transformation U,, then
Q Uiloia) = o) + |Er), (6.62)
where
|E) = (U = Us)lpra), (6.63)

is an unnormalized vector. If |2;) denotes the actual state after ¢ steps, then
we have

1) = l¢1) + | Er),
|P2) = ff2|s51> = |p2) + |E2) + ffz|E1>, (6.64)
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and so forth; we ultimately obtain

1) = |or) + |Er) + Ur|Er_1) + UrUr_1|Er—s)
4+ .+ UUr_, ... Uy|EY). (6.65)

Thus we have expressed the difference between |pr) and |p7) as a sum of T
remainder terms. The worst case yielding the largest deviation of |p7) from
|or) occurs if all remainder terms line up in the same direction, so that the
errors interfere constructively. Therefore, we conclude that

Hgr) —ler) | < 1B 1 +1 Emi;f\

+o At HE) |+ 1 HEGI (6.66)
where we have used the property || U|E;) ||=|| |E:) &any unitary U.
Let | A ||sup denote the sup norm of the opgrator A — that is, the
maximum modulus of an eigenvalue of A. We have

HE) =l (T, - U.) |sot_1>d_%|'t7t ~ Ui [lsup (6.67)

(since |p;—1) is normalized). Now suppo@hat, for each value of ¢, the error
in our quantum gate is bounded by \2'\5\
| fféUt llsup<< €. (6.68)

Then after T' quantum gatesQQe applied, we have

Qer) = ler) 1< Te: (6.69)
Q.

in this sense, the accur@lated error in the state grows linearly with the length
of the computation.

The distance bounded in eq. (6.68) can equivalently be expressed as ||
W, —1 ||sup, where W, = fftUI . Since W, is unitary, each of its eigenvalues
is a phase €, and the corresponding eigenvalue of W, — 1 has modulus

e — 1] = (2 — 2cos 0)Y/2, (6.70)
so that eq. (6.68) is the requirement that each eigenvalue satisfies

cosf > 1—¢e?/2, (6.71)
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(or |6] Se, for € small). The origin of eq. (6.69) is clear. In each time step,
|) rotates relative to |¢) by (at worst) an angle of order ¢, and the distance
between the vectors increases by at most of order ¢.

How much accuracy is good enough? In the final step of our computation,
we perform an orthogonal measurement, and the probability of outcome a,
in the ideal case, is

P(a) = |{alpr)|*. (6.72)
Because of the errors, the actual probability is
P(a) = [{al@r)®. SON (6.73)

If the actual vector is close to the ideal vector, the probability distribu-
tions are close, too. If we sum over an ortho al basis {|a)}, we have

S |P(a) — P(a)] < 2 @w — ler) I, (6.74)

as you will show in a homework exerci@ herefore, if we keep T'e fixed (and
small) as T" gets large, the error in t@'probability distribution also remains
fixed. In particular, if we have dngﬁed a quantum algorithm that solves a
decision problem correctly wit ijability greater % + 9 (in the ideal case),
then we can achieve success %ﬁbility greater than % with our noisy gates,
if we can perform the gatsgi h an accuracy Te < O(d). A quantum circuit
family in the BQP clasgcan really solve hard problems, as long as we can
improve the accuracy &ﬁe gates linearly with the computation size T

Q
6.2.2 BQP @}JSPACE

Of course a cﬁ%’al computer can simulate any quantum circuit. But how
much memoryMoes the classical computer require? Naively, since the simu-
lation of an n-qubit circuit involves manipulating matrices of size 2", it may
seem that an amount of memory space exponential in n is needed. But we
will now show that the simulation can be done to acceptable accuracy (albeit
very slowly!) in polynomial space. This means that the quantum complexity
class BQP is contained in the class PSPACE of problems that can be solved
with polynomial space.

The object of the classical simulation is to compute the probability for
each possible outcome a of the final measurement

Prob(a) = |(a|Ur|0)?, (6.75)
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where
Ur=U;Ur_...UU,, (6.76)

is a product of T'" quantum gates. Each U, acting on the n qubits, can be
represented by a 2" x 2" unitary matrix, characterized by the complex matrix
elements

WU :|x), (6.77)

where z,y € {0,1...,2" — 1}. Writing out the matrix multiﬁh’Qation explic-
itly, we have

R
(@10} = 5= olUs s o U1K
) -

Eq. (6.78) is a sort of “path integral” represeggon of the quantum compu-
tation — the probability amplitude for the outcome a is expressed as a
coherent sum of amplitudes for each of &t number (2"~ of possible
computational paths that begin at 0 agd Terminate at a after T steps.

Our classical simulator is to ad the 2771 complex numbers in
eq. (6.78) to compute (a|Ur|0). Tk rst problem we face is that finite size
classical circuits do integer ari%vetic, while the matrix elements (y|U;|x)
need not be rational numbers e classical simulator must therefore settle
for an approximate calculat%@o reasonable accuracy. Fach term in the sum
is a product of T' complexfactors, and there are 2T~ terms in the sum.
The accumulated errors sure to be small if we express the matrix elements
to m bits of accuracy@ﬁh m large compared to n(7" — 1). Therefore, we
can replace each complex matrix element by pairs of signed integers, taking
values in {0,1,2,...,2™71}. These integers give the binary expansion of the
real and imaginary part of the matrix element, expressed to precision 27.

Our simulator will need to compute each term in the sum eq. (6.78)
and accumulate a total of all the terms. But each addition requires only a
modest amount of scratch space, and furthermore, since only the accumulated
subtotal need be stored for the next addition, not much space is needed to
sum all the terms, even though there are exponentially many.

So it only remains to consider the evaluation of a typical term in the
sum, a product of T" matrix elements. We will require a classical circuit that
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evaluates
WU :|x); (6.79)

this circuit accepts the 2n bit input (z,y), and outputs the 2m-bit value of
the (complex) matrix element. Given a circuit that performs this function, it
will be easy to build a circuit that multiplies the complex numbers together
without using much space.

Finally, at this point, we appeal to the properties we have demanded of
our quantum gate set — the gates from a discrete S@&{lxnd each gate acts on
a bounded number of qubits. Because there are ed (and finite) number
of gates, there are only a fixed number of gate s ’éﬁoutines that our simulator
needs to be able to call. And because the g%%cts on only a few qubits,
nearly all of its matrix elements vanish (whén n is large), and the value
(y|U|z) can be determined (to the requ& accuracy) by a simple circuit

requiring little memory.
For example, in the case of a Sir@ubit gate acting on the first qubit,

we have Q'

(Y1y2 - - yn|U|z122 \%a =0 if xows. .. Ty 7# YoU3 - - . Un.

6.80
oS (6.80)

A simple circuit can co re xo with ys, x3 with ys, etc., and output zero if
the equality is not sz@ﬁ%d. In the event of equality, the circuit outputs one
of the four complex\‘S mbers

Q—Q- (W1|U 1), (6.81)

to m bits of precision. A simple circuit can encode the 8m bits of this
2 x 2 complex-valued matrix. Similarly, a simple circuit, requiring only space
polynomial in n and m, can evaluate the matrix elements of any gate of fixed
size.

We conclude that a classical computer with space bounded above by
poly(n) can simulate an n-qubit universal quantum computer, and therefore
that BQP C PSPACE. Of course, it is also evident that the simulation we
have described requires exponential time, because we need to evaluate the
sum of 2”7~V complex numbers. (Actually, most of the terms vanish, but
there are still an exponentially large number of nonvanishing terms.)
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6.2.3 Universal quantum gates

We must address one more fundamental question about quantum computa-
tion; how do we construct an adequate set of quantum gates? In other words,
what constitutes a universal quantum computer?

We will find a pleasing answer. Any generic two-qubit gate suffices for
universal quantum computation. That is, for all but a set of measure zero
of 4 x 4 unitary matrices, if we can apply that matrix to any pair of qubits,
then we can construct an n-qubit circuit that computes a transformation
that comes as close as we please to any element of U(2").

Mathematically, this is not a particularly deep result, kut\physically it
is very interesting. It means that, in the quantum world ong as we can
devise a generic interaction between two qubits, and WeVan implement that
interaction accurately between any two qubits, we Cﬁcompute anything,

no matter how complex. Nontrivial computation i iquitous in quantum
theory.
Aside from this general result, it is also of s interest to exhibit partic-

ular universal gate sets that might be partic@rrly easy to implement physi-
cally. We will discuss a few examples. '

There are a few basic elements tha@ter the analysis of any universal
quantum gate set. ,5\

(1) Powers of a generic gate

Consider a “generic” k- Ygate. This is a 2F x 2% unitary matrix
U with eigenvalues e?"&"72 ... e%+ . For all but a set of measure zero
of such matrices, eaghh¥ is an irrational multiple of 7, and all the 6;’s
are incommensura, ach 6;/6; is also irrational). The positive integer
power U™ of U&igenvalues

elnbr einb2 - einbo (6.82)
Each such list of eigenvalues defines a point in a 2¥-dimensional torus
(the product of 2% circles). As n ranges over positive integer values,
these points densely fill the whole torus, if U is generic. If U = €4,
positive integer powers of U come as close as we please to U()\) = e,
for any real \. We say that any U(\) is reachable by positive integer
powers of U.

(2) Switching the leads
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There are a few (classical) transformations that we can implement just
by switching the labels on k£ qubits, or in other words, by applying the
gate U to the qubits in a different order. Of the (2¥)! permutations
of the length-k strings, k! can be realized by swapping qubits. If a
gate applied to k qubits with a standard ordering is U, and P is a
permutation implemented by swapping qubits, then we can construct
the gate

U =PUP, (6.83)

just by switching the leads on the gate. ng\ekaumple7 swapping two
qubits implements the transposition A

P:o1) o |$$Y,~ (6.84)
&
or Q

: (6.85)

_— o O O

o]
—
o O = O

0 0
,5\\
acting on basis {|00&%>
gate g
be JUE = JPHUBEP'E
We can also construct any positive integer power of U’, (PUP _l)n =
PU"PL.

,|10), |11)}. By switching leads, we obtain a

(3) Completing the Lie algebra

We already remarked that if U = e’/ is generic, then powers of U are
dense in the torus {e*4}. We can further argue that if U = ¢4 and
U’ = ¢'P are generic gates, we can compose them to come arbitrarily
close to

HOA+BB) o1 o =AB] (6.86)
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for any real a,3,v. Thus, the “reachable” transformations have a
closed Lie algebra. We say that U = e is generated by A; then if
A and B are both generic generators of reachable transformations, so
are real linear combinations of A and B, and (i times) the commutator
of A and B.

We first note that

lim (e%A/meiBB/myn — Jipy ( + Ay ﬁB))
n—oo n—oo /”L

= ¢i(aA+BB), (6.87)

~

Therefore, any e (*4+#B) is reachable if each e’*4/" AQ\%\eiﬁB/ " is. Fur-

thermore
lim (6iA/\/ﬁeiB/\/ﬁe—iA/\/ﬁe—iB%\%n
1 \'g
= lim |1 - —(AB — BA\)%?: e A8l (6.88)
n—oo /)’L
so e~ [4B] ig also reachable. Q_Q-

By invoking the observations ( (&L nd (3) above, we will be able to
show that a generic two-qubit gate i Oyh Versal

Deutsch gate. It was David sch (1989) who first pointed out the
existence of a universal quantumgysate. Deutsch’s three-bit universal gate
is a quantum cousin of the rYiggaute. It is the controlled-controlled-R
transformation 0

&

S =

that applies R to the third qubit if the first two qubits have the value 1;
otherwise it acts trivially. Here

R = —iR.(0) = (—i)exp ( Zam> = (—1) (cos%%—z’a’x sin g) 6.5

is, up to a phase, a rotation by 6 about the z-axis, where 6 is a particular
angle incommensurate with .
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The nth power of the Deutsch gate is the controlled-controlled-R". In
particular, R* = R,(46), so that all one-qubit transformations generated by
o, are reachable by integer powers of R. Furthermore the (4n + 1)st power
is

(4n+1)6

. , (6.90)

+ 10, sin

(=) | cos (4n + 1)9]

which comes as close as we please to o,. Therefore, the Toffoli gate is
reachable with integer powers of the Deutsch gate, and the Deutsch gate is
universal for classical computation. Q)

Acting on the three-qubit computational bas,is\\z\

{]000), |001), |010), |011), |100), |@Y:|110>, |111)}, (6.91)

the generator of the Deutsch gate trans s the last two elements

|110>Q)?111>. (6.92)
We denote this 8 x 8 matrix as Q
&
v/54%)67 - . (6.93)
Q% 0]os
With Toffoli gatng can perform any permutation of these eight elements,
in particular Q_.

0] 0

Q P = (6m)(Tn), (6.94)
for any m and n. So we can also reach any transformation generated by
P(o.)erP = (02)mn- (6.95)
Furthermore,
010 0 00 0 01
[(02)56, (02)67] = 100 (,] 001 = 0 0 0 | =i(oy)sr,
0 00 010 -1 00 (6.96)
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and similarly, we can reach any unitary generated by (o )my. Finally

(02 )mns (O )mn] = (02 )imn, (6.97)

So we can reach any transformation generated by a linear combination of the
(O 2y2)mn’s. These span the whole SU(8) Lie Algebra, so we can generate
any three-qubit unitary (aside from an irrelevant overall phase).

Now recall that we have already found that we can construct the n-bit
Toffoli gate by composing three-bit Toffoli gates. The circuit

.
R

%V‘
10) —b & ?\g-

Q

R Q?
Q—‘

uses one scratch bit to construct a fou@it Deutsch gate ((controlled)3-R)
from the three-bit Deutsch gate and '} three-bit Toffoli gates, and a similar
circuit constructs the n-bit Deutsefg:te from a three-bit Deutsch gate and
two (n — 1)-bit Toffoli gates. g"ce we have an n-bit Deutsch gate, and
universal classical computatignNexactly the same argument as above shows
that we can reach any trans@ ation in SU(2").

Universal two-qubi tes. For reversible classical computation, we
saw that three-bit gate@ré needed for universality. But in quantum compu-
tation, two-bit gates t@ out to be adequate. Since we already know that the
Deutsch gate is universal, we can establish this by showing that the Deutsch
gate can be constructed by composing two-qubit gates.

In fact, if
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denotes the controlled-U gate (the 2 x 2 unitary U is applied to the second
qubit if the first qubit is 1; otherwise the gate acts trivially) then a controlled-
controlled-U? gate is obtained from the circuit

r —e— T T T
Yy —eo— = ? S, ? S, |
—U?— — U Ut U —

the power of U applied to the third qubit is \2\\

y—(x@y)%—zzz%—y—(z%—yéxy):2aty. (6.98)

Therefore, we can construct Deutsch’s gate &2 the controlled-U, controlled
U~! and controlled-NOT gates, where v.

U? = —Q%(e); (6.99)
Q&

we may choose Q'
( ) (6.100)

S
Positive powers of U capﬁe:Z;s close as we please to o, and U™', so from
the controlled-U alone %’ can construct the Deutsch gate. Therefore, the
controlled- (e_ig R, ( is itself a universal gate, for §/7 irrational.

u>|=\

(Note that the e@)ve construction shows that, while we cannot construct
the Toffoli gate fsQTh two-bit reversible classical gates, we can construct it
from a contr@'"square root of NOT” — a controlled-U with U? = o)

Generic %wo-bit gates. Now we have found particular two-bit gates
(controlled rotations) that are universal gates. Therefore, for universality, it
is surely sufficient if we can construct transformations that are dense in the
U(4) acting on a pair of qubits.

In fact, though, any generic two-qubit gate is sufficient to generate all of
U(4). As we have seen, if ¢"“* is a generic element of U(4), we can reach
any transformation generated by A. Furthermore, we can reach any trans-
formations generated by an element of the minimal Lie algebra containing A
and

B=PAP! (6.101)
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where P is the permutation (|01) < |[10)) obtained by switching the leads.

Now consider a general A, (expanded in terms of a basis for the Lie
algebra of U(4)), and consider a particular scheme for constructing 16 ele-
ments of the algebra by successive commutations, starting from A and B.
The elements so constructed are linearly independent (and it follows that
any transformation in U(4) is reachable) if the determinant of a particular
16 x 16 matrix vanishes. Unless this vanishes identically, its zeros occur only
on a submanifold of vanishing measure. But in fact, we can choose, say

A = (al + fo, + voy)as, (6.102)

(for incommensurate «, [3,7), and show by explicit co ‘z‘c\ation that the
entire 16-dimension Lie Algebra is actually generated bhfgsuccessive commu-
tations, starting with A and B. Hence we conclude t failure to generate
the entire U(4) algebra is nongeneric, and find that arlk-rost all two-qubit gates
are universal.

Other adequate sets of gates. One can@%} see that universal quan-
tum computation can be realized with a gate Qt'consisting of classical multi-
qubit gates and quantum single-qubit gatQ-'For example, we can see that
the XOR gate, combined with one-qubit, s, form a universal set. Consider

the circuit ,5\
&

Us
N

B

JaA)
Y

C

which applies ABC @the second qubit if z = 0, and Ao,Bo,C to the
second qubit if x = 1. If we can find A, B, C such that

ABC = 1
Ao,Bo,C =U, (6.103)

then this circuit functions as a controlled-U gate. In fact unitary 2 x 2
A, B, C with this property exist for any unitary U with determinant one
(as you'll show in an exercise). Therefore, the XOR, plus arbitrary one-qubit
transformations form a universal set. Of course, two generic (noncommuting)
one-qubit transformations are sufficient to reach all. In fact, with an XOR
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and a single generic one-qubit rotation, we can construct a second one-qubit
rotation that does not commute with the first. Hence, an XOR together with
just one generic single-qubit gate constitutes a universal gate set.

If we are able to perform a Toffoli gate, then even certain nongeneric
one-qubit transformations suffice for universal computation. For example
(another exercise) the Toffoli gate, together with 7 /2 rotations about the z
and z axes, are a universal set.

Precision. Our discussion of universality has focused on reachability
without any regard for complexity. We have only established that we can
construct a quantum circuit that comes as close as~we please to a desired
element of U(2"), and we have not considered th e'of the circuit that we
need. But from the perspective of quantum compgsxity theory, universality is
quite significant because it implies that one tum computer can simulate
another to reasonable accuracy without an unteasonable slowdown.

Actually, we have not been very precis$ until now about what it means
for one unitary transformation to be “@¢se” to another; we should define a
topology. One possibility is to use t norm as in our previous discussion
of accuracy — the distance betwee trices U and W is then || U —-W |[gup.
Another natural topology is ass&e‘d with the inner product

@Tm =tr WU (6.104)

(if U and W are N x atrices, this is just the usual inner product on
CN?, where we regard B as a vector with N2 components). Then we may
define the distance @a ed between matrices as

{Z‘II U-W|*=({U-W|U-W). (6.105)

For the purp@ of analyzing complexity, just about any reasonable topology
will do.

The crucial point is that given any universal gate set, we can reach within
distance ¢ of any desired unitary transformation that acts on a fixed num-
ber of qubits, using a quantum circuit whose size is bounded above by a
polynomial in e 1. Therefore, one universal quantum computer can simulate
another, to accuracy e, with a slowdown no worse than a factor that is poly-
nomial in e7'. Now we have already seen that to have a high probability of
getting the right answer when we perform a quantum circuit of size T', we
should implement each quantum gate to an accuracy that scales like 7.
Therefore, if you have a quantum circuit family of polynomial size that runs
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on your quantum computer, I can devise a polynomial size circuit family that
runs on my machine, and that emulates your machine to acceptable accuracy.

Why can a poly(e7!)-size circuit reach a given k-qubit U to within dis-
tance €7 We know for example that the positive integer powers of a generic
k-qubit ¢ are dense in the 2%-torus {¢*A}. The region of the torus within
distance ¢ of any given point has volume of order £2°, so (asymptotically

for e sufficiently small) we can reach any {ei’\A} to within distance £ with

2k

(ei’\A)n, for some integer n of order e7*. We also know that we can ob-

tain transformations {eiA“} where the A,’s span the full U(2%) Lie algebra,
using circuits of fixed size (independent of ). We may th pproach any
exp (i Y, a,A,) as in eq. (6.87), also with polynomial corergence.

In principle, we should be able to do much bette ?r’eaching a desired
k-qubit unitary within distance ¢ using just poly(l %1)) quantum gates.
Since the number of size-T circuits that we can co%ﬁct acting on k qubits
is exponential in 7', and the circuits fill U(2*) rou@ uniformly, there should
be a size-T' circuit reaching within a distanc Q order e~T of any point in
U(2%). However, it might be a computatioMally hard problem classically
to work out the circuit that comes expor@'&lly close to the unitary we are
trying to reach. Therefore, it would be $ nest to rely on this more efficient

construction in an asymptotic analysi quantum complexity.

R
6.3 Some Quan’cug&~ Algorithms

While we are not yet able s§how that BPP # BQP, there are three ap-
proaches that we can purs@"co study the differences between the capabilities
of classical and quant omputers:

(1) Nonexponential speedup. We can find quantum algorithms that are
demonstrably faster than the best classical algorithm, but not expo-
nentially faster. These algorithms shed no light on the conventional
classification of complexity. But they do demonstrate a type of separa-
tion between tasks that classical and quantum computers can perform.
Example: Grover’s quantum speedup of the search of an unsorted data
base.

(2) “Relativized” exponential speedup. We can consider the problem of
analyzing the contents of a “quantum black box.” The box performs an
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a priori unknown) unitary transformation. We can prepare an input
for the box, and we can measure its output; our task is to find out
what the box does. It is possible to prove that quantum black boxes
(computer scientists call them oracles”) exist with this property: By
feeding quantum superpositions to the box, we can learn what is inside
with an exponential speedup, compared to how long it would take if we
were only allowed classical inputs. A computer scientist would say that
BPP # BQP ‘“relative to the oracle.” Example: Simon’s exponential
quantum speedup for finding the period of a 2 to 1 function.

(3) Exponential speedup for “apparently” o problems. We can
exhibit a quantum algorithm that solves a gdblem in polynomial time,
where the problem appears to be hard c Caully7 so that it is strongly
suspected (though not proved) that t roblem is not in BPP. Ex-
ample: Shor’s factoring algorithm. \Q-

Deutsch’s problem. We will discu Xamples from all three approaches.
But first, we’ll warm up by recallin example of a simple quantum algo-
rithm that was previously discu%l in §1.5: Deutsch’s algorithm for dis-
tinguishing between constant a alanced functions f : {0,1} — {0,1}.
We are presented with a qua M black box that computes f(z); that is, it
enacts the two-qubit unltakzﬁmsformatlon

?ﬁ [2)y) = |2)ly © f(x)), (6.106)

which flips the sec @ qubit iff f(first qubit) = 1. Our assignment is to
determine wheth %0) = f(1). If we are restricted to the “classical” inputs
|0y and |1), we nébd to access the box twice (z = 0 and x = 1) to get the
answer. But&e are allowed to input a coherent superposition of these
“classical” stabes, then once is enough.

The quantum circuit that solves the problem (discussed in §1.5) is

0) | H H — Measure

1) = H —Us

"The term “oracle” signifies that the box responds to a query immediately; that is, the
time it takes the box to operate is not included in the complexity analysis.
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Here H denotes the Hadamard transform

H: |z) — \/%Z(—l)mw, (6.107)
1
H 2 j0) = = (0)+ 1)
1) — %um —): (6.108)

\
that is, H is the 2 x 2 matrix &\2\
11 X
H ( vzooV2 ) <> (6.109)
% -5
The circuit takes the input |0)|1) to
1
1 —(]0 1))(|0) — |1 .
O)11) =510} + [1)(10) — 1)

=5 (2710 + Q) (0 - 1)
B

1 1
+ (({—2@2“) - (=) |1>] 700 = 11).

*

(6.110)

Then when we measu@%he first qubit, we find the outcome |0) with prob-
ability one if f(0) = f(1) (constant function) and the outcome |1) with
probability one if f(0) # f(1) (balanced function).

A quantum computer enjoys an advantage over a classical computer be-
cause it can invoke quantum parallelism. Because we input a superposition
of |0) and |1), the output is sensitive to both the values of f(0) and f(1),
even though we ran the box just once.

Deutsch—Jozsa problem. Now we’ll consider some generalizations of
Deutsch’s problem. We will continue to assume that we are to analyze a
quantum black box (“quantum oracle”). But in the hope of learning some-
thing about complexity, we will imagine that we have a family of black boxes,
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with variable input size. We are interested in how the time needed to find
out what is inside the box scales with the size of the input (where “time” is
measured by how many times we query the box).

In the Deutsch—Jozsa problem, we are presented with a quantum black
box that computes a function taking n bits to 1,

f:{0,1}" = {0,1}, (6.111)

and we have it on good authority that f is either constant (f(x) = ¢ for all
z) or balanced (f(z) = 0 for exactly 3 of the possible input values). We are
to solve the decision problem: Is f constant or balanged?

In fact, we can solve this problem, too, acce881 box only once, using
the same circuit as for Deutsch’s problem bu@qth x expanded from one
bit to n bits). We note that if we apply n @ amard gates in parallel to

n-qubits. \k_
H"™ =H® P@V‘ ® H, (6.112)

then the n-qubit state transforms a

H™ - |z) — [ ( %% Ty
i= 2, \

where x, y represent n-bit ,{}z}gs and x -y denotes the bitwise AND (or mod
2 scalar product)

Ty #1/\'3/1 D (T2 Ay2) D ® (T Ayn). (6.114)
Acting on the 1nIQI. |0))™|1), the action of the circuit is

(0) )@%’ (2 S znzl |z) ) - )
- (3 an_l(—l)f(””)lzv>> 7500~ 1)

2" —1
Yi) 2n/2 Z D™y,

(6.113)

x=0
( 2”21 2”2—1 f( ) 1
~ (=1 y) | —=(0) —[1))
2" 5 = V2 (6.115)
Now let us evaluate the sum
1 2" —1
(=1)/ @ (—1)=v. (6.116)

n
2 =0
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If f is a constant function, the sum is

n__
12 1

(—1)® (— > <—1>w) (1)@, (6117

n
2 =0

it vanishes unless ¥y = 0. Hence, when we measure the n-bit register, we
obtain the result |y = 0) = (]|0))™ with probability one. But if the function
is balanced, then for y = 0, the sum becomes

1 2n71
_ (_1)f(r) =0,

2n = \2\\
(because half of the terms are (+1) and half are (—1)). &refore, the prob-
ability of obtaining the measurement outcome |y = 0)<g>zero.

We conclude that one query of the quantum ora uffices to distinguish
constant and balanced function with 100% confg¥nce. The measurement
result y = 0 means constant, any other result s balanced.

So quantum computation solves this prol@m neatly, but is the problem
really hard classically? If we are restricte%é classical input states |z), we
can query the oracle repeatedly, Choosir@ e input x at random (without
replacement) each time. Once we ob, distinct outputs for two different
queries, we have determined that unction is balanced (not constant).
But if the function is in fact con , we will not be certain it is constant
until we have submitted 2"~!+1 w¥eries and have obtained the same response
every time. In contrast, the tum computation gives a definite response
in only one go. So in this se if we demand absolute certainty) the classical
calculation requires a numMer of queries exponential in n, while the quantum
computation does not, we might therefore claim an exponential quantum
speedup.

But perhaps it is not reasonable to demand absolute certainty of the
classical computation (particularly since any real quantum computer will be
susceptible to errors, so that the quantum computer will also be unable to
attain absolute certainty.) Suppose we are satisfied to guess balanced or
constant, with a probability of success

(6.118)

P(success) > 1 —e. (6.119)

If the function is actually balanced, then if we make k queries, the probability
of getting the same response every time is p = 2=*=1_ If after receiving the
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same response k consecutive times we guess that the function is balanced,
then a quick Bayesian analysis shows that the probability that our guess is
wrong is 216,1—1+1 (assuming that balanced and constant are a priori equally
probable). So if we guess after k queries, the probability of a wrong guess is

1
1 — P(success) = PR ) (6.120)

Therefore, we can achieve success probability 1 —e¢ for e 71 = 28=1(2¥"1 1) or
k ~ %log (%) Since we can reach an exponentially good success probability
with a polynomial number of trials, it is not really ﬂé{t say that the problem
is hard.

Bernstein—Vazirani problem. FExactly t‘?e same circuit can be used
to solve another variation on the Deutsch—J z§ problem. Let’s suppose that
our quantum black box computes one of ‘i.'functions fa, where

Ja(@) S z, (6.121)

and a is an n-bit string. Our job i determine a.

The quantum algorithm can@ve this problem with certainty, given just
one (n-qubit) quantum quer,%\ or this particular function, the quantum
state in eq. (6.115) becomeg,z\

Qg =S (1)), (6122)
But in fact Q‘
3

Q 1 2n_1(—1)“'m(—1)”y = Gay, (6.123)

so this state is |a). We can execute the circuit once and measure the n-qubit
register, finding the n-bit string a with probability one.

If only classical queries are allowed, we acquire only one bit of information
from each query, and it takes n queries to determine the value of a. Therefore,
we have a clear separation between the quantum and classical difficulty of
the problem. Even so, this example does not probe the relation of BPP
to BQ P, because the classical problem is not hard. The number of queries
required classically is only linear in the input size, not exponential.
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Simon’s problem. Bernstein and Vazirani managed to formulate a vari-
ation on the above problem that is hard classically, and so establish for the
first time a “relativized” separation between quantum and classical complex-
ity. We will find it more instructive to consider a simpler example proposed
somewhat later by Daniel Simon.

Once again we are presented with a quantum black box, and this time we
are assured that the box computes a function

740,13 — {0, 1}, (6.124)

that is 2-to-1. Furthermore, the function has a “period” g\izg}\by the n-bit
string a; that is A

fl)=fly) it y=ze @V (6.125)

where here @ denotes the bitwise XOR operation \gSo a is the period if we
regard x as taking values in (Z2)" rather tha égn) This is all we know
about f. Our job is to determine the value

(Classically this problem is hard. We nee%ﬁo query the oracle an exponen-
tially large number of times to have any onable probability of finding a.
We don’t learn anything until we are fajtunate enough to choose two queries
x and y that happen to satisfy x & " a. Suppose, for example, that we
choose 2"/* queries. The number irs of queries is less than (2"/4)2, and

for each pair {z,y}, the proba m that © & y = a is 27". Therefore, the
probability of successfully finge a is less than

QZ>"(2"/4)2 = 27"/2, (6.126)

even with exponential@?my queries, the success probability is exponentially
small.

If we wish, we can frame the question as a decision problem: Either f
is a 1-1 function, or it is 2-to-1 with some randomly chosen period a, each
occurring with an a priori probability % We are to determine whether the
function is 1-to-1 or 2-to-1. Then, after 2*/* classical queries, our probability
of making a correct guess is

1 1
P(success) < = +

5+ g (6.127)

which does not remain bounded away from % as n gets large.
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But with quantum queries the problem is easy! The circuit we use is
essentially the same as above, but now both registers are expanded to n
qubits. We prepare the equally weighted superposition of all n-bit strings
(by acting on |0) with H™), and then we query the oracle:

U, (Z |a:>) 0~ 3 7o) (6.128)

Now we measure the second register. (This step is not actually necessary,
but I include it here for the sake of pedagogical claxity.) The measurement
outcome is selected at random from the 277! pog%th values of f(x), each
occurring equiprobably. Suppose the outcome j x0). Then because both
xo and xg P a, and only these values, are m@gd by f to f(x¢), we have
prepared the state \k_

—=(lz0) Q@%Yea» (6.129)

Q.
in the first register.

Now we want to extract 1nformat10n about a. Clearly it would
do us no good to measure th&gls‘cer (in the computational basis) at this
point. We would obtain ei the outcome xg or xg P a, each occurring with
probability %, but neith$~ tcome would reveal anything about the value of
a.

But suppose we IV the Hadamard transform H ™ to the register before

we measure: Q~~1
& :ﬁum + oo +a)

2"—1

2(n+1 7 Z [ mOZ/ ‘l‘ 1)($069a } |y>

ST/ 1/2 (1) y). (6.130)

CLy—

If a-y = 1, then the terms in the coefficient of |y) interfere destructively.
Hence only states |y) with a -y = 0 survive in the sum over y. The measure-
ment outcome, then, is selected at random from all possible values of y such
that a - y = 0, each occurring with probability 2-(—1.
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We run this algorithm repeatedly, each time obtaining another value of y
satisfying y - a = 0. Once we have found n such linearly independent values
{y1,Y2,y5...yn} (that is, linearly independent over (Z2)"), we can solve the
equations

Yy1-a=

Y2 -a=
Yn-a =0, ~ (6.131)
to determine a unique value of a, and our problem is @ed. It is easy to

see that with O(n) repetitions, we can attain a Succ@ probability that is
exponentially close to 1.

So we finally have found an example where, n a particular type of
quantum oracle, we can solve a problem in p omial time by exploiting
quantum superpositions, while exponential ti s required if we are limited

to classical queries. As a computer scientigggmight put it:

Q

There exists an oracle relative te&hich BQP # BPP.

Note that whenever we com classical and quantum complexity rela-
tive to an oracle, we are cons'éng a quantum oracle (queries and replies
are states in Hilbert space), &t with a preferred orthonormal basis. If we
submit a classical query ( ement of the preferred basis) we always receive
a classical response (aneghér basis element). The issue is whether we can
achieve a significant s@ up by choosing more general quantum queries.

6.4 Quantum Database Search

The next algorithm we will study also exhibits, like Simon’s algorithm, a
speedup with respect to what can be achieved with a classical algorithm. But
in this case the speedup is merely quadratic (the quantum time scales like the
square root of the classical time), in contrast to the exponential speedup in
the solution to Simon’s problem. Nevertheless, the result (discovered by Lov
Grover) is extremely interesting, because of the broad utility of the algorithm.
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Heuristically, the problem we will address is: we are confronted by a
very large unsorted database containing N > 1 items, and we are to lo-
cate one particular item, to find a needle in the haystack. Mathemat-
ically, the database is represented by a table, or a function f(x), with
x € {0,1,2,... ,N — 1}. We have been assured that the entry a occurs
in the table exactly once; that is, that f(x) = a for only one value of x. The
problem is, given a, to find this value of x.

If the database has been properly sorted, searching for x is easy. Perhaps
someone has been kind enough to list the values of a in ascending order.
Then we can find = by looking up only log, N entxjes in the table. Let’s
suppose N = 2" is a power of 2. First we look up )for x =271 — 1, and
check if f(z) is greater than a. If so, we next lo p fatx=2""2—1, etc.
With each table lookup, we reduce the numb%&~ candidate values of x by a
factor of 2, so that n lookups suffice to sift_through all 2" sorted items. You
can use this algorithm to look up a num n the Los Angeles phone book,
because the names are listed in lexicogaphic order.

But now suppose that you know eone’s phone number, and you want
to look up her name. Unless yoysyal®e fortunate enough to have access to
a reverse directory, this is a tedd procedure. Chances are you will need
to check quite a few entries i@e phone book before you come across her
number.

In fact, if the N numVQ are listed in a random order, you will need to
look up %N numbers gre the probability is P = % that you have found
her number (and he er name). What Grover discovered is that, if you
have a quantum p Q book, you can learn her name with high probability
by consulting the@hone book only about v/ N times.

This probleQ,—too, can be formulated as an oracle or “black box” problem.
In this case,@e oracle is the phone book, or lookup table. We can input
a name (a value of x) and the oracle outputs either 0, if f(z) # a, or 1, if
f(z) = a. Our task is to find, as quickly as possible, the value of = with

f(x) =a. (6.132)

Why is this problem important? You may have never tried to find in the
phone book the name that matches a given number, but if it weren’t so hard
you might try it more often! More broadly, a rapid method for searching an
unsorted database could be invoked to solve any problem in N P. Our oracle
could be a subroutine that interrogates every potential “witness” y that could
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potentially testify to certify a solution to the problem. For example, if we
are confronted by a graph and need to know if it admits a Hamiltonian path,
we could submit a path to the “oracle,” and it could quickly answer whether
the path is Hamiltonian or not. If we knew a fast way to query the oracle
about all the possible paths, we would be able to find a Hamiltonian path
efficiently (if one exists).

6.4.1 The oracle

So “oracle” could be shorthand for a subroutine that quickly exaluates a func-
tion to check a proposed solution to a decision problem, b@& us continue
to regard the oracle abstractly, as a black box. The oradf& ‘knows” that of
the 2" possible strings of length n, one (the “marked” s %Yfg or “solution” w)
is special. We submit a query z to the oracle, and i t&lls us whether x = w
or not. It returns, in other words, the value of a ftéaon fo(x), with

fulz) =0, z %‘@Q
1 x =Xv. (6.133)

3

But furthermore, it is a quantum oracle @t can respond to queries that are
superpositions of strings. The oracle i xl.uantum black box that implements
the unitary transformation \2\

Up :|z) )|y @ fu()), (6.134)

where |z) is an n-qubit statﬁnd ly) is a single-qubit state.
As we have previously % in other contexts we may choose the state of
the single-qubit registe Q_ , so that the oracle acts as

Ufw e >—(|0> 1)

3

- <—1>fw<f>|x>%<|o> ). (6.135)
We may now ignore the second register, and obtain

U, :|7) — (—1)@|a), (6.136)
or

U, =1 —2/w)u. (6.137)
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The oracle flips the sign of the state |w), but acts trivially on any state or-
thogonal to |w). This transformation has a simple geometrical interpretation.
Acting on any vector in the 2"-dimensional Hilbert space, U,, refiects the vec-
tor about the hyperplane orthogonal to |w) (it preserves the component in
the hyperplane, and flips the component along |w)).

We know that the oracle performs this reflection for some particular com-
putational basis state |w), but we know nothing a priori about the value of
the string w. Our job is to determine w, with high probability, consulting
the oracle a minimal number of times.

L Q
6.4.2 The Grover iteration &‘2\
As a first step, we prepare the state g

s) = \/% S@S) , (6.138)

The equally weighted superpositio QS'all computational basis states — this
can be done easily by applying gﬂadamard transformation to each qubit
of the initial state |z = 0). Al‘Qr ¢h we do not know the value of w, we do
know that |w) is a comput%@a basis state, so that

1

R
¥ =7

irrespective of the @ue of w. Were we to measure the state |s) by project-
ing onto the ComQTtational basis, the probability that we would “find” the
marked stateé)%‘i’s only % But following Grover, we can repeatedly iterate
a transforma that enhances the probability amplitude of the unknown
state |w) that we are seeking, while suppressing the amplitude of all of the
undesirable states |z # w). We construct this Grover iteration by combining
the unknown reflection U, performed by the oracle with a known reflection
that we can perform ourselves. This known reflection is

(6.139)

U, =2|s)(s| — 1, (6.140)

which preserves |s), but flips the sign of any vector orthogonal to |s). Geo-
metrically, acting on an arbitrary vector, it preserves the component along
|s) and flips the component in the hyperplane orthogonal to |s).
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We'll return below to the issue of constructing a quantum circuit that
implements U ,; for now let’s just assume that we can perform U , efficiently.
One Grover iteration is the unitary transformation

Rgrov = UsUw> (6141)

one oracle query followed by our reflection. Let’s consider how R, acts in
the plane spanned by |w) and |s). This action is easiest to understand if we
visualize it geometrically. Recall that

1

: N\
Slw)| = —= =sinb, 6.142
[(slw)l = —= &Q\ (6.142)
so that |s) is rotated by # from the axis |w') normal t@v.z; in the plane. U,
reflects a vector in the plane about the axis |wt), sk:d U reflects a vector
about the axis |s). Together, the two reflections QYGT’BG the vector by 26:

K
O

N
The Grover iteration, then, is not@ but a rotation by 26 in the plane

determined by |s) and |w). A
N

6.4.3 Finding 1 ou 4

Let’s suppose, for exam (gt—hat there are N = 4 items in the database, with
one marked item. Wj assical queries, the marked item could be found
in the 1st, 2nd, 3rd, or™th query; on the average 2% queries will be needed
before we are successful and four are needed in the worst case.® But since
sinf = ﬁ = %, we have 6 = 30° and 20 = 60°. After one Grover iteration,
then, we rotate |s) to a 90° angle with |w); that is, it lines up with |w).
When we measure by projecting onto the computational basis, we obtain the
result |w) with certainty. Just one quantum query suffices to find the marked
state, a notable improvement over the classical case.

80f course, if we know there is one marked state, the 4th query is actually superfluous,
so it might be more accurate to say that at most three queries are needed, and 2% queries
are required on the average.
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There is an alternative way to visualize the Grover iteration that is some-
times useful, as an “inversion about the average.” If we expand a state |¢)
in the computational basis

) = aalz), (6.143)

then its inner product with |s) = \/_lﬁ > lx) is

1
(sl) = it Zm:am = \/N@,\ (6.144)
&L

V
(a) = % Zm: %_% (6.145)
v

is the mean of the amplitude. Then if W& apply U = 2|s)(s| — 1 to |¢), we

obtain Q_
U0 <F240) — sl (6.146)

the amplitudes are transfo@ as
%V?s tag — {a) — (a) — aq, (6.147)

that is the coefﬁcier& |x) is inverted about the mean value of the amplitude.

If we consider@gain the case N = 4, then in the state |s) each amplitude
is % One querypf the oracle flips the sign of the amplitude of marked state,
and so redue@ he mean amplitude to i. Inverting about the mean then
brings the amplitudes of all unmarked states from % to zero, and raises the
amplitude of the marked state from —% to 1. So we recover our conclusion
that one query suffices to find the marked state with certainty.

We can also easily see that one query is sufficient to find a marked state
if there are N entries in the database, and exactly i of them are marked.
Then, as above, one query reduces the mean amplitude from \/_lﬁ to ﬁ,
and inversion about the mean then reduces the amplitude of each unmarked
state to zero.

(When we make this comparison between the number of times we need

to consult the oracle if the queries can be quantum rather than classical, it

where
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may be a bit unfair to say that only one query is needed in the quantum
case. If the oracle is running a routine that computes a function, then some
scratch space will be filled with garbage during the computation. We will
need to erase the garbage by running the computation backwards in order
to maintain quantum coherence. If the classical computation is irreversible
there is no need to run the oracle backwards. In this sense, one query of the
quantum oracle may be roughly equivalent, in terms of complexity, to two
queries of a classical oracle.)

6.4.4 Finding 1 out of N \2\\

Let’s return now to the case in which the database c nS N items, and
exactly one item is marked. Each Grover iteration rotates the quantum state
in the plane determined by |s) and |w); after T iter bgﬁs the state is rotated
by 6 + 270 from the |w') axis. To optimize t %T)bablhty of finding the
marked state when we finally perform the meas@ement, we will iterate until
this angle is close to 90°, or

(2T +1)0 ~ g :@+ 1~ (6.148)

§ \/1—N (6.149)

for N large; if we choo§"

T =-VN(1+O(N"?), (6.150)

e

then the probability of obtaining the measurement result |w) will be

Prob(w) = sin® (2T + 1)) =1 - O (%) . (6.151)

We conclude that only about 7+/N queries are needed to determine w with
high probability, a quadratic speedup relative to the classical result.
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6.4.5 Multiple solutions

If there are » > 1 marked states, and r is known, we can modify the number
of iterations so that the probability of finding one of the marked states is still
very close to 1. The analysis is just as above, except that the oracle induces
a reflection in the hyperplane orthogonal to the vector

o) = (Z |wi>) | (6.152)

the equally weighted superposition of the marked ConsQutational basis states

|wi). Now &\2\

(s|@) = ,/% —\sg:%v (6.153)
and a Grover iteration rotates a Vectoque in the plane spanned by |s)
and |@); we again conclude that the @ e is close to |@) after a number of

iterations Q'
Q&
O _r N
,g\téle =2\ (6.154)

If we then measure by prm\'éz?ing onto the computational basis, we will find
one of the marked state ch occurring equiprobably) with probability close

to one. (As the nu of solutions increases, the time needed to find one
of them declines 1ike¢ /2, as opposed to 77! in the classical case.)
Note that if ntinue to perform further Grover iterations, the vector

continues to rofpte, and so the probability of finding a marked state (when
we finally me@ue) begins to decline. The Grover algorithm is like baking a
soufflié — if we leave it in the oven for too long, it starts to fall. Therefore, if
we don’t know anything about the number of marked states, we might fail to
find one of them. For example, T" ~ %\/N iterations is optimal for » = 1, but
for r = 4, the probability of finding a marked state after this many iterations
is quite close to zero.

But even if we don’t know r a priori, we can still find a solution with
a quadratic speed up over classical algorithms (for » < N). For example,
we might choose the number of iterations to be random in the range 0 to
%\/N . Then the expected probability of finding a marked state is close to

1/2 for each r, so we are unlikely to fail to find a marked state after several
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repetitions. And each time we measure, we can submit the state we find to
the oracle as a classical query to confirm whether that state is really marked.

In particular, if we don’t find a solution after several attempts, there
probably is no solution. Hence with high probability we can correctly answer
the yes/no question, “Is there a marked state?” Therefore, we can adopt
the Grover algorithm to solve any NP problem, where the oracle checks
a proposed solution, with a quadratic speedup over a classical exhaustive
search.

\
&L
6.4.6 Implementing the reflection %?*

To perform a Grover iteration, we need (aside from @racle query) a unitary

transformation Q
N)

U, = 2@@5&7‘, (6.155)
-

that reflects a vector about the ax%\deﬁned by the vector |s). How do
we build this transformation @tly from quantum gates? Since |s) =

v/

H™|0), where H™ is the bit Hadamard transformation, we may write

Q

US%H<">(2|0><0| — 1)H™, (6.156)

Q

so it will suffice to construct a reflection about the axis |0). We can easily
build this reflection from an n-bit Toffoli gate 6.

Recall that
Ho . H =0 (6.157)

a bit flip in the Hadamard rotated basis is equivalent to a flip of the relative
phase of |0) and |1). Therefore:
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g
after conjugating the last bit by H, 6" %‘e!é'émes controlled™ V-¢g ., which
flips the phase of [11...]1) and acts ally on all other computational
basis states. Conjugating by NOT(™ @obtaln U, aside from an irrelevant
overall minus sign.

You will show in an exercisﬁt’the n-bit Toffoli gate 8™ can be con-
structed from 2n — 5 3-bit T gates 0 (if sufficient scratch space is
available). Therefore, the t that constructs U, has a size linear in
n = log N. Grover’s data search (assuming the oracle answers a query
instantaneously) takes agtithe of order v/Nlog N. If we regard the oracle as
a subroutine that per s a function evaluation in polylog time, then the
search takes time ofoézder v/ Npoly(log N).

Q.
6.5 The Grover Algorithm Is Optimal

Grover’s quadratic quantum speedup of the database search is already inter-
esting and potentially important, but surely with more cleverness we can do
better, can’t we? No, it turns out that we can’t. Grover’s algorithm provides
the fastest possible quantum search of an unsorted database, if “time” is
measured according to the number of queries of the oracle.

Considering the case of a single marked state |w), let U(w,T") denote a
quantum circuit that calls the oracle T" times. We place no restriction on the
circuit aside from specifying the number of queries; in particular, we place
no limit on the number of quantum gates. This circuit is applied to an initial
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state |¢(0)), producing a final state
|4 (t)) = U(w, T)[¢(0)). (6.158)

Now we are to perform a measurement designed to distinguish among the
N possible values of w. If we are to be able to perfectly distinguish among
the possible values, the states |, (t)) must all be mutually orthogonal, and
if we are to distinguish correctly with high probability, they must be nearly
orthogonal.

Now, if the states {|i,) are an orthonormal basis, then, for any fixed

normalized vector |p), ~
R

Z %) = l@) > 2N — 2\/_%? (6.159)
(The sum is minimized if |p) is the equally weight d»‘@'ﬂperposition of all the
basis elements, |¢) = \/— > [,), as you can s by invoking a Lagrange
multiplier to perform the constrained extremlsbion.) Our strategy will be
to choose the state |p) suitably so that we use this inequality to learn
something about the number T' of oracle ;

Our circuit with T" queries builds a k ary transformatlon

~ U, U\72® Ur .. UU,, (6.160)

where U, is the oracle transform
transformations. For our stat

U(w,T) to [¢(0)), except
circuit, but with all queri

S n, and the U,’s are arbitrary non-oracle
T)) we will choose the result of applying
each U, replaced by 1; that is, the same
mitted to the “empty oracle.” Hence,

QK = UrUr_1...UU14(0)), (6.161)
while
V(1)) = U,UrU Ur_y ... UU.[(0)). (6.162)

To compare |p(T)) and |¢,(T)), we appeal to our previous analysis of the
effect of errors on the accuracy of a circuit, regarding the w oracle as an

“erroneous” implementation of the empty oracle. The error vector in the
t-th step (cf. eq. (6.63)) is

HE@, ) [ =]l (Us = Dle®)) |
= 2[{wle@)l, (6.163)
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since U, = 1 — 2|w)(w|. After T queries we have (cf. eq. (6.66))

[ 1 (T)) = (1)) || < QZI {wle(t) (6.164)

From the identity

2

T 1 T
(Z Ct> + 5 Z (Cs - Ct)2
t=1 s,t=1

d L, L, d 2
= ccs+—cs—ccs+—cs> = c, 6.165
s,tzzl ( t 2 t 2 &Q\ t=1 ' ( )
we obtain the inequality V
T 2 %
(Z ct> < ez, (6.166)
= t=1

which applied to eq. (6.164) yields Q'

| 19T |so@ Pear (S lelar). @)

Summing over w we find &\2\
3] m@ﬁ (T ||2<4Tz _ a1
N (6.168)
Invoking eq. (6Q59) we conclude that
4T? > 2N — 2v/N, (6.169)

if the states |, (7)) are mutually orthogonal. We have, therefore, found
that any quantum algorithm that can distinguish all the possible values of
the marked state must query the oracle T times where

N
T>\7. (6.170)

(ignoring the small correction as N — o00). Grover’s algorithm finds w in
%\/N queries, which exceeds this bound by only about 11%. In fact, it is
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possible to refine the argument to improve the bound to 7" > %\/N(l —e),
which is asymptotically saturated by the Grover algorithm.? Furthermore,
we can show that Grover’s circuit attains the optimal success probability in
T< %\/N queries.

One feels a twinge of disappointment (as well as a surge of admiration
for Grover) at the realization that the database search algorithm cannot be
improved. What are the implications for quantum complexity?

For many optimization problems in the NP class, there is no better
method known than exhaustive search of all the possible solutions. By ex-
ploiting quantum parallelism, we can achieve a quadratic speedup of exhaus-
tive search. Now we have learned that the quadratic spegdup is the best
possible if we rely on the power of sheer quantum paralleliSwm, if we don’t de-
sign our quantum algorithm to exploit the specific st ure of the problem
we wish to solve. Still, we might do better if we ar ciently clever.

The optimality of the Grover algorithm migh construed as evidence
that BQP 2 NP. At least, if it turns out that"\}P C BQP and P # NP,
then the N P problems must share a deeply hj structure (for which there
is currently no evidence) that is Well-mathQ o the peculiar capabilities of
quantum circuits.

Even the quadratic speedup may prQQuseful for a variety of N P-complete
optimization problems. But a qu@tic speedup, unlike an exponential
one, does not really move the froffler between solvability and intractabil-
ity. Quantum computers may &ﬁeday outperform classical computers in
performing exhaustive search %only if the clock speed of quantum devices
does not lag too far behind@a of their classical counterparts.

6.6 General@Qe-d Search and Structured Search

In the Grover iteration, we perform the transformation U, = 2|s)(s| — 1,

the reflection in the axis defined by |s) = LN SN 2). Why this axis? The

advantage of the state |s) is that it has the same overlap with each and every
computational basis state. Therefore, the overlap of any marked state |w)
with |s) is guaranteed to be |(w|s)| = 1/v/N. Hence, if we know the number
of marked states, we can determine how many iterations are required to find
a marked state with high probability — the number of iterations needed does

9C. Zalka, “Grover’s Quantum Searching Algorithm is Optimal,” quant-ph/9711070.
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not depend on which states are marked.
But of course, we could choose to reflect about a different axis. If we can
build the unitary U (with reasonable efficiency) then we can construct

U (2(0)(0] — U =2U|0)(0|U" — 1, (6.171)

which reflects in the axis U|0).
Suppose that

{w|U|0)| = sin¥, (6.172)

where |w) is the marked state. Then if we replac {z\ in the Grover iteration
by the reflection eq. (6.171), one iteration per@s a rotation by 26 in the
plane determined by |w) and U|0) (by the sa%s argument we used for Uy).
Thus, after T iterations, with (27" + I)0 = , a measurement in the com-
putational basis will find |w) with high ability. Therefore, we can still
search a database if we replace H™ in Grover’s quantum circuit, as
long as U|0) is not orthogonal to t arked state.!® But if we have no a
priori information about which state 1 marked, then H™ is the best choice,
not only because |s) has a kno verlap with each marked state, but also
because it has the largest averqye overlap with all the possible marked states.

But sometimes when we searching a database, we do have some infor-
mation about where to lo \§nd in that case, the generalized search strategy
described above may p &é useful. !t

As an example o %oblem with some auxiliary structure, suppose that
f(z,y) is a one-bit ed function of the two n-bit strings x and y, and we
are to find the L@que solution to f(z,y) = 1. With Grover’s algorithm,
we can search Qﬂfough the N? possible values (N = 2") of (z,y) and find
the solution @ Yo) with high probability after 7N iterations, a quadratic
speedup with respect to classical search.

But further suppose that g(x) is a function of z only, and that it is
known that g(z) = 1 for exactly M values of z, where 1 < M < N. And
furthermore, it is known that g(x¢) = 1. Therefore, we can use g to help us
find the solution (xg, o).

101, K. Grover “Quantum Computers Can Search Rapidly By Using Almost Any Trans-
formation,” quant-ph/9712011.

UE. Farhi and S. Gutmann, “Quantum-Mechanical Square Root Speedup in a Struc-
tured Search Problem,” quant-ph/9711035; L.K. Grover, “Quantum Search On Structured
Problems,” quant-ph/9802035.
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Now we have two oracles to consult, one that returns the value of f(z,y),
and the other returning the value of g(z). Our task is to find (xg, o) with a
minimal number of queries.

Classically, we need of order N M queries to find the solution with reason-
able probability. We first evaluate g(x) for each x; then we restrict our search
for a solution to f(x,y) =1 to only those M values of = such that g(x) = 1.
It is natural to wonder whether there is a way to perform a quantum search
in a time of order the square root of the classical time. Exhaustive search
that queries only the f oracle requires time N > v/ NM, and so does not do
the job. We need to revise our method of quantum search to-t.ike advantage
of the structure provided by g.

A better method is to first apply Grover’s algorithrrf‘bo g(x). In about

Z‘/% iterations, we prepare a state that is close t quually weighted
superposition of the M solutions to g(x) = 1. In icular, the state |xo)

appears with amplitude ﬁ Then we apply G Fr’s algorithm to f(x,y)
with # fixed. In about 7+/IV iterations, the stab |zo)|s) evolves to a state
quite close to |zg)|yo). Therefore |xo, yo) app@‘rs with amplitude \/LM

The unitary transformation we have &frueted so far, in about 7v N
queries, can be regarded as the transforQ ion U that defines a generalized
search. Furthermore, we know that

)
(20,1 @:oz\m ~ 1 (6.173)
I\

2

VM

Therefore, if we iterate th Qneralized search about 7+ M times, we will
have prepared a state thaQs quite close to |xg, y0). With altogether about

QQ— (%)2 VNM, (6.174)

queries, then, we can find the solution with high probability. This is indeed
a quadratic speedup with respect to the classical search.

6.7 Some Problems Admit No Speedup

The example of structured search illustrates that quadratic quantum speedups
over classical algorithms can be attained for a variety of problems, not just
for an exhaustive search of a structureless database. One might even dare
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to hope that quantum parallelism enables us to significantly speedup any
classical algorithm. This hope will now be dashed — for many problems, no
quantum speedup is possible.

We continue to consider problems with a quantum black box, an oracle,
that computes a function f taking n bits to 1. But we will modify our
notation a little. The function f can be represented as a string of N = 2"
bits

X = Xy_1 Xn_2... X1 Xo, (6.175)

where X; denotes f(i). Our problem is to evaluat¢ some one-bit-valued
function of X, that is, to answer a yes/no qusz@bi about the properties

of the oracle. What we will show is that for s functions of X, we can’t
evaluate the function with low error probabilifsuising a quantum algorithm,
unless the algorithm queries the oracle a ny times (or nearly as many

times) as required with a classical algorijtfg.

The key idea is that any Boolean f ion of the X;’s can be represented
as a polynomial in the X;’s. Furt ore, the probability distribution for
a quantum measurement can be réssed as a polynomial in X, where the
degree of the polynomial is 27, e measurement follows 1" queries of the
oracle. The issue, then, is Wh&&h@r a polynomial of degree 27" can provide a
reasonable approximation t ﬁe Boolean function of interest.

The action of the oraa‘&\z;m be represented as

Qgg: |6, y;2) = 1,y ® Xis 2), (6.176)

where i takes valu {0,1,... ,N —1},y € {0,1}, and z denotes the state
of auxiliary qubit{Tnot acted upon by the oracle. Therefore, in each 2 x 2
block spanne%%’h’, 0,z) and 7,1, 2),Up is the 2 x 2 matrix

1-X, X,
(155 %) o)

Quantum gates other than oracle queries have no dependence on X. There-
fore after a circuit with 7" queries acts on any initial state, the resulting state
|1)) has amplitudes that are (at most) Tth-degree polynomials in X. If we
perform a POVM on [¢), then the probability (| F|¢) of the outcome asso-
ciated with the positive operator F' can be expressed as a polynomial in X
of degree at most 27

12E. Farhi, et al., quant-ph/9802045; R. Beals, et al., quant-ph/9802049.
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Now any Boolean function of the X;’s can be expressed (uniquely) as a
polynomial of degree < N in the X;’s. For example, consider the OR function
of the N X;’s; it is

OR(X)=1—(1— Xo)(1 = X1)--- (1 — Xn_1), (6.178)

a polynomial of degree N.

Suppose that we would like our quantum circuit to evaluate the OR func-
tion with certainty. Then we must be able to perform a measurement with
two outcomes, 0 and 1, where

~
Prob(0) = 1 — OR(X), &\2\
Prob(1) = OR(X). %?* (6.179)

But these expressions are polynomials of degree l@hich can arise only if
the circuit queries the oracle at least T' times, WQ

v
2 Q-
We conclude that no quantum c1rcu1t Q fewer than IN/2 oracle calls can
compute OR exactly. In fact, for t nctlon (or any function that takes
the value 0 for just one of its N s1ble arguments), there is a stronger
conclusion (exercise): we requir > N to evaluate OR with certainty.

On the other hand, evalu the OR function (answering the yes/no
question, “Is there a markedSpate?”) is just what the Grover algorithm can
achieve in a number of q s of order v/N. Thus, while the conclusion is
correct that N queries eeded to evaluate OR with certainty, this result is
a bit misleading. We @ evaluate OR probabilistically with far fewer queries.
Apparently, the Grover algorithm can construct a polynomial in X that,
though only of degree O(v/N), provides a very adequate approximation to
the N-th degree polynomial OR(X).

But OR, which takes the value 1 for every value of X except X = 0,
is a very simple Boolean function. We should consider other functions that
might pose a more serious challenge for the quantum computer.

One that comes to mind is the PARITY function: PARITY (X)) takes the
value 0 if the string X contains an even number of 1’s, and the value 1 if
the string contains an odd number of 1’s. Obviously, a classical algorithm
must query the oracle N times to determine the parity. How much better

T> (6.180)
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can we do by submitting quantum queries? In fact, we can’t do much better
at all — at least N/2 quantum queries are needed to find the correct value of
PARITY (X), with probability of success greater than 3 + 4.

In discussing PARITY it is convenient to use new variables

X, =1-2X;, (6.181)

that take values +1, so that

PARITY(X) = [[ X, (6.182)

=0 \2\\
also takes values +1. Now, after we execute /%antum circuit with alto-
gether T queries of the oracle, we are to perf a POVM with two possible
outcomes F'oyen and Foqq; the outcome Wil our estimate of PARITY(X ).
As we have already noted, the probabl of obtaining the outcome even
(say) can be expressed as a polynomu@CVCn ) of degree (at most) 27 in X,

(Feve (2T (6.183)

ovon

How often is our guess con@ Consider the sum

g@m -PARITY(X)

N—
S PE(X H (6.184)

beq (%) i=0

Since each teer-n the polynomial P2T)(X) contains at most 27" of the X;’s,
we can invok@le identity

> X =0, (6.185)
X;€{0,1}

to see that the sum in eq. (6.184) must vanish if N > 27". We conclude that

o PCD(X)= >, PCD(X); (6.186)

par(X)=1 par(X)=-1

hence, for T'" < N/2, we are just as likely to guess “even” when the actual
PARITY(X) is odd as when it is even (on average). Our quantum algorithm



6.8. DISTRIBUTED DATABASE SEARCH 63

fails to tell us anything about the value of PARITY(X ); that is, averaged
over the (a priori equally likely) possible values of X;, we are just as likely
to be right as wrong.

We can also show, by exhibiting an explicit algorithm (exercise), that
N/2 queries (assuming N even) are sufficient to determine PARITY (either
probabilistically or deterministically.) In a sense, then, we can achieve a
factor of 2 speedup compared to classical queries. But that is the best we
can do.

6.8 Distributed database search &\2\\

We will find it instructive to view the quantum data @Search algorithm
from a fresh perspective. We imagine that two parties,*Alice and Bob, need
to arrange to meet on a mutually agreeable day. &e has a calendar that
lists N = 2" days, with each day marked by ei a 0, if she is unavailable
that day, or a 1, if she is available. Bob has a, ilar calendar. Their task is
to find a day when they will both be availgkléy

Alice and Bob both have quantum co ters, but they are very far apart
from one another. (Alice is on earth, a 4 BOD has traveled to the Andromeda
galaxy). Therefore, it is very exp 'B'e for them to communicate. They
urgently need to arrange their dat ‘xt they must economize on the amount
of information that they send b wnd forth.

Even if there exists a day both are available, it might not be easy to
find it. If Alice and Bob co icate by sending classical bits back and forth,
then in the worst case th ill need to exchange of order N = 2" calendar

entries to have a reasou%le chance of successfully arranging their date.. We
will ask: can they do @t er by exchanging qubits instead?'® (The quantum

13In an earlier version of these notes, I proposed a different scenario, in which Alice and
Bob had nearly identical tables, but with a single mismatched entry; their task was to find
the location of the mismatched bit. However, that example was poorly chosen, because
the task can be accomplished with only log N bits of classical communication. (Thanks
to Richard Cleve for pointing out this blunder.) We want Alice to learn the address (a
binary string of length n) of the one entry where her table differs from Bob’s. So Bob
computes the parity of the N/2 entries in his table with a label that takes the value 0 in
its least significant bit, and he sends that one parity bit to Alice. Alice compares to the
parity of the same entries in her table, and she infers one bit (the least significant bit) of
the address of the mismatched entry. Then they do the same for each of the remaining
n — 1 bits, until Alice knows the complete address of the “error”. Altogether just n bits
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information highway from earth to Andromeda was carefully designed and
constructed, so it does not cost much more to send qubits instead of bits.)

To someone familiar with the basics of quantum information theory, this
sounds like a foolish question. Holevo’s theorem told us once and for all that
a single qubit can convey no more than one bit of classical information. On
further reflection, though, we see that Holevo’s theorem does not really settle
the issue. While it bounds the mutual information of a state preparation with
a measurement outcome, it does not assure us (at least not directly) that
Alice and Bob need to exchange as many qubits as bits to compare their
calendars. Even so, it comes as a refreshing surprisg!? to learn that Alice
and Bob can do the job by exchanging O(v/ N log@ bits, as compared to
O(N) classical bits.

To achieve this Alice and Bob must w % n concert, implementing a
distributed version of the database search lice has access to an oracle
(her calendar) that computes a function %B), and Bob has an oracle (his
calendar) that computes fp(z). Toget hey can query the oracle

fap(z) ?ﬁ&) A fB(z) - (6.187)

Either one of them can imple @ the reflection Uy, so they can perform a
complete Grover iteration a carry out exhaustive search for a suitable
day x such that fap(z Q’éwhen Alice and Bob are both available). If a
mutually agreeable day &ly exists, they will succeed in finding it after of
order VN queries. %

How do Alice a QBob query fap? We'll describe how they do it acting
on any one of the&xputa‘cional basis states |z). First Alice performs

QQ-’ [2)]0) — || fa()), (6.188)

and then she sends the n 4+ 1 qubits to Bob. Bob performs

(@) fa(@)) — (=1 ONED )| fa(a)). (6.189)

This transformation is evidently unitary, and you can easily verify that Bob
can implement it by querying his oracle. Now the phase multiplying |x) is
(—1)/48(*) as desired, but |f4(x)) remains stored in the other register, which

are sent (and all from Bob to Alice).
Y. Burhman, et al., “Quantum vs. Classical Communication and Computation,”
quant-ph/9802040.
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would spoil the coherence of a superposition of x values. Bob cannot erase
that register, but Alice can. So Bob sends the n + 1 qubits back to Alice,
and she consults her oracle once more to perform

(_1)fA(m)/\fB(m)|I>|fA(I)> _ (_1)fA(m)/\fB(m)|l;>|0>‘
(6.190)

By exchanging 2(n + 1) qubits, the have accomplished one query of the fap
oracle, and so can execute one Grover iteration.

Suppose, for example, that Alice and Bob know that th@& is only one
mutually agreeable date, but they have no a priori informag®sn’'about which
date it is. After about %\/N iterations, requiring altoge&

Q="VYN. 2(log N + 1), {_% (6.191)
! \'q

qubit exchanges, Alice measures, obtaining th@%od date with probability
quite close to 1.

Thus, at least in this special context hanglng O(vVNlog N) qubits
is as good as exchanging O(N) classicaNBits. Apparently, we have to be
cautious in interpreting the Holevo b%é which ostensibly tells us that a
qubit has no more information- Ca capacity than a bit!

If Alice and Bob don’t know i vance how many good dates there are,
they can still perform the Gr@earch (as we noted in §6.4.5), and will
find a solution with reasonalflg¢ probability. With 2 - log N bits of classical
communication, they can #y whether the date that they found is really
mutually agreeable. A

Q.

Q

6.8.1 Quantum communication complexity

More generally, we may imagine that several parties each possess an n-bit
input, and they are to evaluate a function of all the inputs, with one party
eventually learning the value of the function. What is the minimum amount
of communication needed to compute the function (either deterministically
or probabilistically)? The well-studied branch of classical complexity theory
that addresses this question is called communication complexity. What we
established above is a quadratic separation between quantum and classical
communication complexity, for a particular class of two-party functions.
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Aside from replacing the exchange of classical bits by the exchange of
qubits, there are other interesting ways to generalize classical communica-
tion complexity. One is to suppose that the parties share some preexisting
entangled state (either Bell pairs or multipartite entanglement), and that
they may exploit that entanglement along with classical communication to
perform the function evaluation. Again, it is not immediately clear that the
shared entanglement will make things any easier, since entanglement alone
doesn’t permit the parties to exchange classical messages. But it turns out
that the entanglement does help, at least a little bit.!?

The analysis of communication complexity is a ular past time among
complexity theorists, but this discipline does not eem to have assumed
a prominent position in practical communicati ﬁ&engineering. Perhaps this
is surprising, considering the importance of @@gntly distributing the com-
putational load in parallelized computing, whith has become commonplace.
Furthermore, it seems that nearly all co \‘&'nication in real life can be re-
garded as a form of remote computatio Q don’t really need to receive all the
bits that reach me over the telephon@, especially since I will probably re-
tain only a few bits of information perdaining to the call tomorrow (the movie
we decided to go to). As a lessgisaic example, we on earth may need to
communicate with a robot in deep space, to instruct it whether to enter and
orbit around a distant star sgodm. Since bandwidth is extremely limited, we
would like it to compute @Z}orrect answer to the Yes/No question “Enter

orbit?” with minimal e nge of information between earth and robot.
Perhaps a future zation will exploit the known quadratic separation
between classical quantum communication complexity, by exchanging

qubits rather thaQ-blts with its flotilla of spacecraft. And perhaps an expo-
nential separatfon° will be found, at least in certain contexts, which would
significantly St the incentive to develop the required quantum communi-
cations technology.

6.9 Periodicity

So far, the one case for which we have found an exponential separation be-
tween the speed of a quantum algorithm and the speed of the corresponding

5R. Cleve, et al., “Quantum Entanglement and the Communication Complexity of the
Inner Product Function,” quant-ph/9708019; W. van Dam, et al., “Multiparty Quantum
Communication Complexity,” quant-ph/9710054.
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classical algorithm is the case of Simon’s problem. Simon’s algorithm exploits
quantum parallelism to speed up the search for the period of a function. Its
success encourages us to seek other quantum algorithms designed for other
kinds of period finding.

Simon studied periodic functions taking values in (Z;)™. For that purpose
the n-bit Hadamard transform H™ was a powerful tool. If we wish instead to
study periodic functions taking values in Zs», the (discrete) Fourier transform
will be a tool of comparable power.

The moral of Simon’s problem is that, while finding needles in a haystack
may be difficult, finding periodically spaced needles in a haystack can be far
easier. For example, if we scatter a photon off of a periodigsrady of needles,
the photon is likely to be scattered in one of a set of erred directions,
where the Bragg scattering condition is satisfied. Thegapreferred directions
depend on the spacing between the needles, so by scagtering just one photon,
we can already collect some useful information aboé-he spacing. We should
further explore the implications of this metaplgr for the construction of

efficient quantum algorithms.
So imagine a quantum oracle that com gs-a function

oo < (6192
N
that has an unknown period 7, W}@ is a positive integer satisfying

%? < 2", (6.193)
Q

That is, Q)
Q—{z.f( ) = f(z+mr) (6.194)
Q )

where m is any integer such that x and x + mr lie in {0,1,2,...,2" — 1}.
We are to find the period r. Classically, this problem is hard. If r is, say,
of order 2™2, we will need to query the oracle of order 2/* times before we
are likely to find two values of = that are mapped to the same value of f(x),
and hence learn something about r. But we will see that there is a quantum
algorithm that finds 7 in time poly (n).

Even if we know how to compute efficiently the function f(z), it may
be a hard problem to determine its period. Our quantum algorithm can
be applied to finding, in poly(n) time, the period of any function that we
can compute in poly(n) time. Efficient period finding allows us to efficiently
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solve a variety of (apparently) hard problems, such as factoring an integer,
or evaluating a discrete logarithm.

The key idea underlying quantum period finding is that the Fourier trans-
form can be evaluated by an efficient quantum circuit (as discovered by Peter
Shor). The quantum Fourier transform (QFT) exploits the power of quantum
parallelism to achieve an exponential speedup of the well-known (classical)
fast Fourier transform (FFT). Since the FFT has such a wide variety of
applications, perhaps the QFT will also come into widespread use someday.

6.9.1 Finding the period ~

The QFT is the unitary transformation that act<sq the computational basis
according to g

QFT - \/_&MWNW (6.195)

where N = 2". For now let’s supposeth we can perform the QFT efficiently,
and see how it enables us to extr he period of f(x).
Emulating Simon’s aulgomtlgp we first query the oracle with the input

\/sz |x) (easily prepared %\ plying H™ to |0)), and so prepare the
state

%V =X IS (6:196)

Then we measur output register, obtaining the result |f(z¢)) for some
0 < o < r. This-measurement prepares in the input register the coherent
superposition(0fthe A values of x that are mapped to f(zo):

A-1
T Z |zo +j7), (6.197)
where
N—-—r<xzy+(A—1)r <N, (6.198)
or

N
A-1<—<A+1 (6.199)
r
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Actually, the measurement of the output register is unnecessary. If it is omit-
ted, the state of the input register is an incoherent superposition (summed
over xg € {0,1,...7 — 1}) of states of the form eq. (6.197). The rest of the
algorithm works just as well acting on this initial state.

Now our task is to extract the value of r from the state eq. (6.197) that we
have prepared. Were we to measure the input register by projecting onto the
computational basis at this point, we would learn nothing about r. Instead
(cf. Simon’s algorithm), we should Fourier transform first and then measure.

By applying the QFT to the state eq. (6.197) we obtain

=z

1 A-1 \
ﬁ S e2izon 3° niiru/N|y) &Q\ (6.200)

y=0 J=0

If we now measure in the computational basis, the \E- ablhty of obtaining
the outcome vy is

2

Prob(y) = — (6.201)

Vi EQ?L
This distribution strongly favors Valuekby such that yr/N is close to an
integer. For example, if N/r happeri% e an integer (and therefore equal

to A), we would have &

1 < %rwy/fl

= =

y = A - (integer)
Prob(y) =

0 otherwise. (6.202)

More generally, we @y sum the geometric series

A AO
-1
Z . , (6.203)
par 1
where
2mryr(mod N)
0, =——"—=. 6.204
Yy N ( )
There are precisely r values of y in {0,1,... , N — 1} that satisfy
. 5 < yr(mod N) < g (6.205)
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(To see this, imagine marking the multiples of 7 and N on a number line
ranging from 0 to N — 1. For each multiple of N, there is a multiple of r no
more than distance r/2 away.) For each of these values, the corresponding
0, satisfies.

r r

Now, since A — 1 < %, for these values of 6, all of the terms in the sum
over j in eq. (6.203) lie in the same half-plane, so that the terms interfere

constructively and the sum is substantial.

We know that \2\\
1 <10, X (6.207)

because the straight-line distance from thes&r-igin is less than the arc length
along the circle, and for A|0| < 7, we kamhat

11— e“Q\; 2A|9|, (6.208)

. ™

because we can see (either gr @ally or by evaluating its derivative) that
this distance is a convex funafddn. We actually have A < % + 1, and hence

Ab, <7 (1 + %), but by&p@‘ying the above bound to

6i(A—l 1 6i(A—1)9 -1

i(A-1)0| 1 9
6_1 +e > ] ‘ , (6.209)
we can still concl%'e that
-1 241 2 2
. > 2410 2, (1+—). (6.210)
e —1 7|6 v T

Ignoring a possible correction of order 2/A, then, we find

4\ 1
Prob(y) > (-) - 211
rob(y) > (5) > (6:211)
for each of the r values of y that satisfy eq. (6.205). Therefore, with a
probability of at least 4/72, the measured value of y will satisfy

1

N 1 N
Y S <y <kE 4o 212
;T gsYsiT Ty (6.212)
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or
k 1 y _k 1
M AP G R 6.213
r 2N — N ~—r + 2N’ ( )
where k is an integer chosen from {0,1,... ,7 — 1}. The output of the com-

putation is reasonable likely to be within distance 1/2 of an integer multiple
of N/r.
Suppose that we know that r < M < N. Thus N/r is a rational number

with a denominator less than M. Two distinct rational numbers, each with

denominator less than M, can be no closer together than 1/M?, since 7=

< = “db;lbc. If the measurement outcome y satisfies eq. (6.212), then there
is a unique value of k/r (with r < M) determined by , provided that

N > M?. This value of k/r can be efficiently extracted?ﬁom the measured
y/N, by the continued fraction method.

Now, with probability exceeding 4/m2, we have fOs&rd a value of k/r where
k is selected (roughly equiprobably) from {0, 1,2 ,7—1}. It is reasonably
likely that k and r are relatively prime (have mmon factor), so that we
have succeeded in finding r. With a querﬁcrf the oracle, we may check
whether f(z) = f(z +r). But if GCD(I{:,@L’L we have found only a factor
(r1) of r.

If we did not succeed, we could tes nearby values of y (the measured
value might have been close to the e —r/2 < yr(mod N) < r/2 without
actually lying inside), or we co try a few multiples of r (the value of
GCD(k,r), if not 1, is probal%%ot large). That failing, we resort to a
repetition of the quantum cip@ut, this time (with probability at least 4/7?)
obtaining a value k'/r. ﬁ’ , too, may have a common factor with r,
in which case our procedifre again determines a factor (ry) of r. But it
is reasonably likely tg'GCD(k:, k') = 1, in which case r = LCM, (11, 72).
Indeed, we can estimal¥ the probability that randomly selected k and k' are
relatively prime as follows: Since a prime number p divides a fraction 1/p of
all numbers, the probability that p divides both k and &’ is 1/p*. And k and
k" are coprime if and only if there is no prime p that divides both. Therefore,

1 1 6
Prob(k, k' coprime) = ] (1 - —2> = o = — = .607
prime p p C(2) & (6214)
(where ((z) denotes the Riemann zeta function). Therefore, we are likely to
succeed in finding the period 7 after some constant number (independent of
N) of repetitions of the algorithm.
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6.9.2 From FFT to QFT

Now let’s consider the implementation of the quantum Fourier transform.
The Fourier transform

S f@)le) — Z( S >) ), (6.215)

is multiplication by an N x N unitary matrix, where the (z, y) matrix element
is (e2™/N)*y_ Naively, this transform requires O(N?) elementary operations.
But there is a well-known and very useful (classical) procedure that reduces
the number of operations to O(N log V). Assumi Q%W = 2", we express &
and y as binary expansions

r=a, 1 2" 4, 52" 2—|—$§—ZE1-2—|—$0
Y=tn1 2"+ Y- 2"—2{_.. -2 4 yo. (6.216)

In the product of z and y, we may di any terms containing n or more
powers of 2, as these make no contrippddon to e2™*¥ /2" Hence

l’ -
2—3 = Yn-1(.70) + yr&ﬂ?o) + Yn—3(-T22170) + . ..

+ yl(.:vn_gzvn_gQNG x0) + Yo (- Tp_1Tn—2 ... x0), (6.217)
where the factors in pare es are binary expansions; e.g.,
r
g&lexo =24 2—; + 2—§ (6.218)

We can now evalua.@Q
Q.

- 1 .
T @)= =N f(y), (6.219)
QQ- VN ;
for each of the N values of x. But the sum over y factors into n sums over
yr = 0,1, which can be done sequentially in a time of order n.
With quantum parallelism, we can do far better. From eq. (6.217) we
obtain

627I’Z'(."En—1mn72~~~m0)|1>) ) (6.220)
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The QFT takes each computational basis state to an unentangled state of
n qubits; thus we anticipate that it can be efficiently implemented. Indeed,
let’s consider the case n = 3. We can readily see that the circuit

|zo)— H Ry Ry |Y2)
|21) H Ry Y1)
|z0) H = |yo)

]
does the job (but note that the order of the bits has @ reversed in the
output). Each Hadamard gate acts as %

H :|z) — % (|o> + 62“03%5- . (6.221)

The other contributions to the relative phaseQ‘P |0) and |1) in the kth qubit
are provided by the two-qubit conditional Qtétions, where

1
R, — ( \%&Q;/zd ) , (6.222)
and d = (k — j) is the “distance” Sween the qubits.
In the case n = 3, the QF T§s™onstructed from three H gates and three
controlled-R gates. For gen n, the obvious generalization of this circuit
requires n H gates and ( = %n(n — 1) controlled R’s. A two qubit gate

is applied to each pair Q.qubits, again with controlled relative phase 7/2¢,
where d is the “dista®gd” between the qubits. Thus the circuit family that
implements QFT has a size of order (log V).

We can reduce the circuit complexity to linear in log N if we are will-
ing to settle for an implementation of fixed accuracy, because the two-qubit
gates acting on distantly separated qubits contribute only exponentially small
phases. If we drop the gates acting on pairs with distance greater than m,
than each term in eq. (6.217) is replaced by an approximation to m bits of
accuracy; the total error in xy/2" is certainly no worse than n2=™, so we
can achieve accuracy € in xy/2" with m > logn/e. If we retain only the
gates acting on qubit pairs with distance m or less, then the circuit size is
mn ~ nlogn/e.
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In fact, if we are going to measure in the computational basis immedi-
ately after implementing the QFT (or its inverse), a further simplification
is possible — no two-qubit gates are needed at alll We first remark that the
controlled — R, gate acts symmetrically on the two qubits — it acts trivially
on |00),]01), and [10), and modifies the phase of |11) by €. Thus, we
can interchange the “control” and “target” bits without modifying the gate.
With this change, our circuit for the 3-qubit QFT can be redrawn as:

e
Y~
1 H — |yo)

|z1) Ry H |y1)

w2} H . )
| ~
|
Ry

|z0)

Once we have measured |yo), we kn, @ e value of the control bit in the
controlled-R; gate that acted on th&first two qubits. Therefore, we will
obtain the same probability distrj on of measurement outcomes if, instead
of applying controlled-R; and t measuring, we instead measure yq first,
and then apply (R;)¥ to the'\gv qubit, conditioned on the outcome of the
measurement of the first uz\‘t Similarly, we can replace the controlled- R
and controlled- R, gates %’%ﬂg on the third qubit by the single qubit rotation

S

(that is, a rotatioMwith relative phase 7(.y190)) after the values of y; and yo

(R2)" (R1)™, (6.223)

have been mﬁ?ed.

Altogethet™Mhen, if we are going to measure after performing the QFT,
only n Hadamard gates and n — 1 single-qubit rotations are needed to im-
plement it. The QFT is remarkably simple!

6.10 Factoring

6.10.1 Factoring as period finding

What does the factoring problem (finding the prime factors of a large com-
posite positive integer) have to do with periodicity? There is a well-known
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(randomized) reduction of factoring to determining the period of a function.
Although this reduction is not directly related to quantum computing, we
will discuss it here for completeness, and because the prospect of using a
quantum computer as a factoring engine has generated so much excitement.

Suppose we want to find a factor of the n-bit number N. Select pseudo-
randomly a < N, and compute the greatest common divisor GCD(a, N),
which can be done efficiently (in a time of order (log V)?) using the Euclidean
algorithm. If GCD(a, N) # 1 then the GCD is a nontrivial factor of N, and
we are done. So suppose GCD(a, N) = 1.

[Aside: The Euclidean algorithm. To compute GC }Bh}V (for Ny >
Ns) first divide N; by N, obtaining remainder R;. en divide Ny by
R, obtaining remainder Ry. Divide Ry by Rs, et ntll the remainder
is 0. The last nonzero remainder is R = GCD({NV;>N3). To see that the
algorithm works, just note that (1) R d1v1d%-l previous remainders
and hence also N; and Nj, and (2) any \§n er that divides N; and
Ny will also divide all remalnders 1ncl R. A number that divides
both Ny and Ns, and also is divided ny number that divides both
N; and Ny must be GCD( Nl,Ng see how long the Euclidean
algorithm takes, note that

3\

Rj AszH + Rj+2, (6.224)

where ¢ > 1 and R v;; therefore Rj o < %Rj. Two divisions
reduce the remainder bifdt least a factor of 2, so no more than 2 log N;
divisions are require th each division using O((log N)?) elementary
operations; the totél_ umber of operations is O((log N)?3).]

The numbers a <9 coprime to N (having no common factor with N)
form a finite group under multiplication mod N. [Why? We need to establish
that each element a has an inverse. But for given a < N coprime to N, each
ab (mod N) is distinct, as b ranges over all b < N coprime to N.1¢ Therefore,
for some b, we must have ab = 1 (mod N); hence the inverse of a exists.]
Each element a of this finite group has a finite order r, the smallest positive
integer such that

a" =1 (mod N). (6.225)

16Tf N divides ab — ab/, it must divide b — ¥'.
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The order of @ mod N is the period of the function
fna(x) =a” (mod N). (6.226)

We know there is an efficient quantum algorithm that can find the period of
a function; therefore, if we can compute fy , efficiently, we can find the order
of a efficiently.

Computing fy, may look difficult at first, since the exponent = can be
very large. But if x < 2™ and we express x as a binary expansion

B B L S ‘b\r 2o, (6.227)
R
we have %V*
2

a*(mod N) = (a1 (a®" ..(a)* (mod N).
Qé- (6.228)

Each a2 has a large exponent, but C%'be computed efficiently by a classical
computer, using repeated squaring&é="

a? (mos&‘) = (a¥)? (mod N). (6.229)

So only m — 1 (classicalévod N multiplications are needed to assemble a
table of all a®'’s. %
The computationQ a”(mod N) is carried out by executing a routine:

INPUT 1 &
For j = 0 t&) — 1, if ; = 1, MULTIPLY o?.

This routine requires at most m mod N multiplications, each requiring of
order (log N)? elementary operations.!” Since r < N, we will have a rea-
sonable chance of success at extracting the period if we choose m ~ 2log .
Hence, the computation of fx, can be carried out by a circuit family of size
O((log N)?). Schematically, the circuit has the structure:

1TUsing tricks for performing efficient multiplication of very large numbers, the number
of elementary operations can be reduced to O(log N loglog N logloglog N); thus, asymp-
totically for large N, a circuit family with size O(log? N loglog N logloglog N) can com-
pute fn.q.
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|z2)

|21)

|zo) ?

1) a a? a* =

Multiplication by a2’ is performed if the control qubit x; has the value 1.
Suppose we have found the period r» of @ mod N. Then %7’ is even, we

have &\2\

N divides (a? +1) (a® —1). e (6.230)

We know that N does not divide a’/? — 1; if it did,\kh‘e order of a would be
< r/2. Thus, if it is also the case that N does n&%vide a’? +1, or

a’’? # —1 (mod QQP (6.231)

then N must have a nontrivial common fa@ with each of a”/?41. Therefore,
GCD(N,a"/? + 1) # 1 is a factor (tha@ can find efficiently by a classical
computation), and we are done. S

We see that, once we have fo r, we succeed in factoring N wunless
either (1) r is odd or (2) r is ev@and a’’? = —1 (mod N). How likely is
success?

Let’s suppose that N is &oduet of two prime factors p; # po,

Q.

(this is actually the l@st favorable case). For each a < pips, there exist
unique a; < p; and as < po such that

a=a; (mod p)
a=ay (mod py). (6.233)

Choosing a random a < N is, therefore, equivalent to choosing random
a,< p; and as < po.

[Aside: We're using the Chinese Remainder Theorem. The a solving
eq. (6.233) is unique because if a and b are both solutions, then both
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p1 and py must divide a —b. The solution exists because every a < pips
solves eq. (6.233) for some a; and ay. Since there are exactly p;ps ways
to choose a; and as, and exactly p;ps ways to choose a, uniqueness
implies that there is an a corresponding to each pair aq, as.

Now let r; denote the order of a; mod p; and ry denote the order of
az mod py. The Chinese remainder theorem tells us that " = 1 (mod p1ps)
is equivalent to
ai =1 (mod py)

5 =1 (mod po). N\ (6.234)
Therefore » = LCM(ry,72). If 1 and 7o are bot‘ﬁ\odd, then so is r, and we

lose.
But if either ry or ry is even, then so is%@ d we are still in the game. If

a’l? = -1 Q{YH 1)
al?=— \Dmd p2). (6.235)

Then we have a’/? = —1 (mod p and we still lose. But if either

%

-

a"A="-1 (mod py)
1 (mod p2), (6.236)

v

« ;&

or %
§ a’*=1 (mod p)

Q_ a"/?*=—-1 (mod py), (6.237)

then a"/? # .od p1p2) and we win. (Of course, a”/? = 1 (mod p;) and

a™’? = 1 (mod¥,) is not possible, for that would imply a’/? = 1 (mod pips),
and r could not be the order of a.)
Suppose that

™ = 2° - odd
ry = 2% - odd, (6.238)

where ¢; > ¢ Then r = LCM(ry,7) = 2ro- integer, so that a'/? =
1 (mod py) and eq. (6.236) is satisfied — we win! Similarly co > ¢; im-
plies eq. (6.237) — again we win. But for ¢; = cp, 7 = r; - (0odd) = 73 - (0odd’)
so that eq. (6.235) is satisfied — in that case we lose.
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Okay — it comes down to: for ¢; = ¢y we lose, for ¢; # ¢ we win. How
likely is ¢1 # o7

It helps to know that the multiplicative group mod p is cyclic — it contains
a primitive element of order p — 1, so that all elements are powers of the
primitive element. [Why? The integers mod p are a finite field. If the group
were not cyclic, the maximum order of the elements would be ¢ < p — 1, so
that 7 = 1 (mod p) would have p — 1 solutions. But that can’t be: in a
finite field there are no more than g gth roots of unity.|

Suppose that p — 1 = 2¥ . s, where s is odd, and consider the orders of
all the elements of the cyclic group of order p — 1. For brevityg, we’ll discuss
only the case k£ = 1, which is the least favorable case fosﬁ.\ hen if b is a
primitive (order 2s) element, the even powers of b have 08d order, and the
odd powers of b have order 2- (odd). In this case, thep\$ = 2¢- (odd) where
c € {0,1}, each occuring equiprobably. Therefore, if pi and ps are both of
this (unfavorable) type, and a1, as are chosen rand&?a y, the probability that
1 # ¢y is % Hence, once we have found r, o robability of successfully
finding a factor is at least 1 , if N is a product o distinct primes. If NV has
more than two distinct prlme factors our are even better. The method
fails if N is a prime power, = p°, %lme powers can be efficiently
factored by other methods.

,QZ*

6.10.2 RSA v
Does anyone care whether fa(Q)ﬁlg is easy or hard? Well, yes, some people

do. Q

The presumed difﬁcul@'of factoring is the basis of the security of the
widely used RSA'® sd@lz’for public key cryptography, which you may have
used yourself if you hawe’ ever sent your credit card number over the internet.

The idea behind public key cryptography is to avoid the need to exchange
a secret key (which might be intercepted and copied) between the parties
that want to communicate. The enciphering key is public knowledge. But
using the enciphering key to infer the deciphering key involves a prohibitively
difficult computation. Therefore, Bob can send the enciphering key to Alice
and everyone else, but only Bob will be able to decode the message that Alice
(or anyone else) encodes using the key. FEncoding is a “one-way function”
that is easy to compute but very hard to invert.

8For Rivest, Shamir, and Adleman
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(Of course, Alice and Bob could have avoided the need to exchange the
public key if they had decided on a private key in their previous clandestine
meeting. For example, they could have agreed to use a long random string
as a one-time pad for encoding and decoding. But perhaps Alice and Bob
never anticipated that they would someday need to communicate privately.
Or perhaps they did agree in advance to use a one-time pad, but they have
now used up their private key, and they are loath to reuse it for fear that an
eavesdropper might then be able to break their code. Now they are two far
apart to safely exchange a new private key; public key cryptography appears
to be their most secure option.) ~

To construct the public key Bob chooses two prime numbers p and
q. But he does not publicly reveal their valu%g nstead he computes the

product \k-é
N =1pq (6.239)
e

Since Bob knows the prime factorizatio Qf N, he also knows the value of the
Euler function ¢(N) — the number mber less than /N that are coprime
with V. In the case of a product Q_‘pwo primes it is

o(N) = N—@Q+1 (- 1)(g 1), (6.240)

(only multiples of p and ¢ a?'a}e a factor with V). It is easy to find p(N) if
you know the prime facto'lsbzation of N, but it is hard if you know only N.
Bob then pseudo—r@mly selects e < (V) that is coprime with ¢(N).
He reveals to Alice Szl anyone else who is listening) the value of N and e,
but nothing else.
Alice conver s@-er message to ASCII, a number a < N. She encodes the
message by c@iﬂ:ing

b= f(a) =a®(mod N), (6.241)

which she can do quickly by repeated squaring. How does Bob decode the
message?

Suppose that a is coprime to N (which is overwhelmingly likely if p and
q are very large — anyway Alice can check before she encodes). Then

a*™) =1 (mod N) (6.242)

(Euler’s theorem). This is so because the numbers less than N and coprime
to N form a group (of order ¢(V)) under mod N multiplication. The order of
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any group element must divide the order of the group (the powers of a form
a subgroup). Since GCD(e, p(N) = 1, we know that e has a multiplicative
inverse d = e~ mod @(N):

ed =1 (mod ¢(N)). (6.243)

The value of d is Bob’s closely guarded secret; he uses it to decode by com-
puting:

f71(b) = b (mod N)
a®® (mod N) \2\\
—q- (ago(N))mtogor mod N v’s
=a (mod N). % (6.244)

[Aside: How does Bob compute d = e~!? ThgyXultiplicative inverse is a
byproduct of carrying out the Euclidean ithm to compute GCD(e,
1. Tracing the chain of remainders fer'the bottom up, starting with

R, =1: QQ.

1= Rn :ﬁ\_g - Qn—an—l

Rn—l n—3 — Qn—ZRn—2
R & R, 4 — R

n?f n—4 — gn—-31tp—3

etc. . .. 6.245
Q (6.245)

(where the ¢;’s are tQ; uotients), so that

(14 Gn-1Gn—2)Rn-2 — qun-1Rn3
1= (=gn-1— gn-3(1+ ¢u-1gn—2)) Rp—3
+ (1 + gn-1qn—2)Rn_4,
etc. ... . (6.246)

Continuing, we can express 1 as a linear combination of any two suc-
cessive remainders; eventually we work our way up to

l=d-e+q-p(N), (6.247)

and identify d as e”! (mod ¢(N)).]

p(N)) =
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Of course, if Eve has a superfast factoring engine, the RSA scheme is
insecure. She factors N, finds ¢(NV), and quickly computes d. In fact, she
does not really need to factor N; it is sufficient to compute the order modulo
N of the encoded message a® (mod N). Since e is coprime with ¢(NV), the
order of a® (mod N) is the same as the order of a (both elements generate
the same orbit, or cyclic subgroup). Once the order Ord(a) is known, Eve
computes d such that

de =1 (mod Ord(a)) (6.248)

so that \2\\
(ae)J = q - (qOrd@)inteser (1104 ]g'zxa (mod N),

(6.249)
and Eve can decipher the message. If only concern is to defeat RSA,
we run the Shor algorithm to find r = (a®), and we needn’t worry about

whether we can use r to extract a fa(#er of N or not.

How important are such pros tve cryptographic applications of quan-
tum computing? When fast qu@um computers are readily available, con-
cerned parties can stop usi A, or can use longer keys to stay a step
ahead of contemporary tec ogy. However, people with secrets sometimes
want their messages to rerfain confidential for a while (30 years?). They may
not be satisfied by lon eys if they are not confident about the pace of
future technological nces.

And if they shu@SA, what will they use instead? Not so many suitable
one-way functiongzaTre known, and others besides RSA are (or may be) vul-
nerable to a tum attack. So there really is a lot at stake. If fast large
scale quantuwcomputers become available, the cryptographic implications
may be far reaching.

But while quantum theory taketh away, quantum theory also giveth;
quantum computers may compromise public key schemes, but also offer an
alternative: secure quantum key distribution, as discussed in Chapter 4.

6.11 Phase Estimation

There is an alternative way to view the factoring algorithm (due to Kitaev)
that deepens our insight into how it works: we can factor because we can
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measure efficiently and accurately the eigenvalue of a certain unitary opera-
tor.

Consider a < N coprime to N, let = take values in {0,1,2,... |N — 1},
and let U, denote the unitary operator

U, : |x) — |ax (mod N)). (6.250)

This operator is unitary (a permutation of the computational basis) because
multiplication by a mod N is invertible.
If the order of @ mod N is r, then

-
R

It follows that all eigenvalues of U, are rth roots o@y:

U =1.

a

(6.251)

A = 2 e{0,1,2, 'QQK 1}. (6.252)

The corresponding eigenstates are Q-Q-
1 © omikpr j )
|Ak) = W;)e \é){@a xo(mod N)); (6.253)
associated with each orbit of leng; generated by multiplication by a, there

are r mutually orthogonal eige tes.

U, is not hermitian, but ¥&phase (the Hermitian operator that generates
U,) is an observable quangity” Suppose that we can perform a measurement
that projects onto the %&1 of U, eigenstates, and determines a value A
selected equiprobably the possible eigenvalues. Hence the measurement
determines a value of k/r, as does Shor’s procedure, and we can proceed to
factor N with a reasonably high success probability. But how do we measure
the eigenvalues of a unitary operator?

Suppose that we can execute the unitary U conditioned on a control bit,
and consider the circuit:

0) 4 H H —Measure

A U A
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Here |A) denotes an eigenstate of U with eigenvalue A (U|\) = A|A)). Then
the action of the circuit on the control bit is

1

(10) +11) — 7

0 — (0)+ A1)

7

— SN0} + (1= D), (6254

Then the outcome of the measurement of the control qubit has probability

distribution
2 Q)
= cosf&%)
Prob(1) — ’%(1 - A)) l’%?r}(mb), (6.255)

Prob(0) — ’%(1 Y

where \ = 279,

As we have discussed previously (fo§ample in connection with Deutsch’s
problem), this procedure distinguisl@.with certainty between the eigenval-
ues A =1 (¢ =0) and A = —1 (¢ &F/2). But other possible values of A can
also be distinguished, albeit wih)less statistical confidence. For example,
suppose the state on which U\éc.ts is a superposition of U eigenstates

&\2\@1|)\1> + M) (6.256)

And suppose we execu ?t‘he above circuit n times, with n distinct control
bits. We thus prepa@ e state

0 _ n
foamm(lgkm»+lgku0

—|—O£z|)\2> ( (6257)
If Ay # o, the overlap between the two states of the n control bits is ex-
ponentially small for large n; by measuring the control bits, we can perform
the orthogonal projection onto the {|A1), |A\2)} basis, at least to an excellent
approximation.

If we use enough control bits, we have a large enough sample to measure
Prob (0)= 3(1 + cos2m¢) with reasonable statistical confidence. By execut-
ing a controlled-(iU), we can also measure (1 + sin2m¢) which suffices to
determine ¢ modulo an integer.
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However, in the factoring algorithm, we need to measure the phase of
e?™k/7 to exponential accuracy, which seems to require an exponential number
of trials. Suppose, though, that we can efficiently compute high powers of U
(as is the case for U,) such as

U”. (6.258)
By applying the above procedure to measurement of Uzj, we determine

exp(2mi2’ ), (6.259)

Q)
where 2™ is an eigenvalue of U. Hence, measuring Uzj’i% one bit of accu-
racy is equivalent to measuring the jth bit of the eigegle of U.

We can use this phase estimation procedure for %’ finding, and hence
factorization. We invert eq. (6.253) to obtain Q

|z0) = Z M (6.260)
=to

each computational basis state (for z @ is an equally weighted superpo-
sition of r eigenstates of U,.

Measuring the eigenvalue, we n A\ =e , with & selected from
{0,1...,r—1} equiprobably. If 7?6 2", we measure to 2n bits of precision to
determine k/r. In principle, @n carry out this procedure in a computer
that stores fewer qubits thamNWwe would need to evaluate the QFT, because
we can attack just one bi /T at a time.

But it is instructive®a*imagine that we incorporate the QFT into this
phase estimation proc@ﬂe. Suppose the circuit

2mik/r

0) — H 75 (10) + X*[1))
0) < H =5 (10) + A%[1))
0) 4 H 75 (10) + A1)

IA) U U2 U4
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acts on the eigenstate |A) of the unitary transformation U The conditional
U prepares (|0> + Al1)), the conditional U? prepares (|0> + A2[1)), the
conditional U prepares —2(|0> + A11)), and so on. We could perform a
Hadamard and measure each of these qubits to sample the probability dis-
tribution governed by the jth bit of ¢, where A\ = €>™**. But a more efficient
method is to note that the state prepared by the circuit is

2m—1

\/2_m Z XMy, (6.261)

A better way to learn the value of ¢ is to perfq@n\the QFT™ not the
Hadamard H™, before we measure. A

Considering the case m = 3 for clarity, th cuit that prepares and then
Fourier analyzes the state \k_

(6.262)

is

This circuit veQ-hearly carries out our strategy for phase estimation out-
lined above, with a significant modification. Before we execute the final
Hadamard transformation and measurement of ¢; and 7., some conditional
phase rotations are performed. It is those phase rotations that distinguish
the QFT® from Hadamard transform H® and they strongly enhance the
reliability with which we can extract the value of ¢.

We can understand better what the conditional rotations are doing if we
suppose that ¢ = k/8, for k € {0,1,2...,7}; in that case, we know that the
Fourier transform will generate the output §y = k with probability one. We
may express k as the binary expansion

k‘:l{igkflk‘o Ek‘24—|—/€1 Q—I—k‘o (6263)
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In fact, the circuit for the least significant bit gy of the Fourier transform
is precisely Kitaev’s measurement circuit applied to the unitary U?, whose
eigenvalue is

(e2mi9)t = gimh — gimko — 41, (6.264)

The measurement circuit distinguishes eigenvalues 1 perfectly, so that gy =
ko.
The circuit for the next bit §; is almost the measurement circuit for U?,

with eigenvalue ~
R

(627ri¢)2 — 6i7rk/2 — eiw(klvk()).

(6.265)

Except that the conditional phase rotation has beeg-nserted, which multi-

plies the phase by explim(-ko)], resulting in e™™. , applying a Hadamard
followed by measurement, we obtain the outg Y1 = ki with certainty.
Similarly, the circuit for 7, measures the eige@a ue

e2mid — pimk/4 1@%2&’%% (6.266)

N
except that the conditional rotatiouzauoves e'™(k1ko) 5o that the outcome
is o = ko with certainty. &

Thus, the QFT implement phase estimation routine with maximal
cleverness. We measure the st significant bits of ¢ first, and we exploit
the information gained in @easurements to improve the reliability of our
estimate of the more significant bits. Keeping this interpretation in mind,
you will find it easy tg‘ﬁnember the circuit for the QFT™)|

6.12 Discrete Log

Sorry, I didn’t have time for this.

6.13 Simulation of Quantum Systems

Ditto.
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6.14 Summary

Classical circuits. The complexity of a problem can be characterized by the
size of a uniform family of logic circuits that solve the problem: The problem
is hard if the size of the circuit is a superpolynomial function of the size of
the input. One classical universal computer can simulate another efficiently,
so the classification of complexity is machine independent. The 3-bit Toffoli
gate is universal for classical reversible computation. A reversible computer
can simulate an irreversible computer without a Siggiﬁcant slowdown and
without unreasonable memory resources. \2\

Quantum Circuits. Although there is Qbroof, it seems likely that
polynomial-size quantum circuits cannot e%mulated by polynomial-size
probabilistic classical circuits (BQP # B ; however, polynomial space is
sufficient (BQP C PSPACE). A noiQ uantum circuit can simulate an
ideal quantum circuit of size T to ac @able accuracy if each quantum gate
has an accuracy of order 1/7". One u@?ersal quantum computer can simulate
another efficiently, so that the copd{exity class BQ) P is machine independent.
A generic two-qubit quantum gat®/ if it can act on any two qubits in a device,
is adequate for universal qua computation. A controlled-NOT gate plus
a generic one-qubit gate I’K adequate.

Fast Quantum Sea¥ching. Exhaustive search for a marked item in an
unsorted database items can be carried out by a quantum computer
in a time of order , but no faster. Quadratic quantum speedups can be
achieved for somQEtructured search problems, too, but some oracle prob-
lems admit no&nificant quantum speedup. Two parties, each in possession
of a table witW/ N entries, can locate a “collision” between their tables by
exchanging O(v/N) qubits, in apparent violation of the spirit (but not the
letter) of the Holevo bound.

Period Finding. Exploiting quantum parallelism, the Quantum Fourier
Transform in an /N-dimensional space can be computed in time of order
(log N)? (compared to time N log N for the classical fast Fourier transform);
if we are to measure immediately afterward, one qubit gates are sufficient
to compute the QFT. Thus quantum computers can efficiently solve certain
problems with a periodic structure, such as factoring and the discrete log
problem.
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6.15 Exercises

6.1 Linear simulation of Toffoli gate.

In class we constructed the n-bit Toffoli gate (™) from 3-bit Toffoli
gates (0®’s). The circuit required only one bit of scratch space, but
the number of gates was exponential in n. With more scratch, we can
substantially reduce the number of gates.

a) Find a circuit family with 2n — 5 6®)’s that evaluates 6. (Here n —
3 scratch bits are used, which are set to 0 at the bgginning of the
computation and return to the value 0 at the end.)

<
b) Find a circuit family with 4n —12 6®)’s that evalua‘éé@("), which works
irrespective of the initial values of the scratch bi#®! (Again the n — 3
scratch bits return to their initial values, but ‘s&ey don’t need to be set
to zero at the beginning.)

6.2 A universal quantum gate set. Q

The purpose of this exercise is to corq%.ete the demonstration that the
controlled-NOT and arbitrary one@ it gates constitute a universal

set. ,5\
a) If U is any unitary 2 x 2 matri determinant one, find unitary A, B,
and C' such that v

0{2% ABC =1 (6.267)
Q_Q.— Ao,Bo,C =U. (6.268)

Hint: From the@iler angle construction, we know that
U = R.(4)R,(6)R.(6). (6.269)

where, e.g., R.(¢) denotes a rotation about the z-axis by the angle ¢.
We also know that, e.g.,

UmRz(¢)Um = Rz(_¢) (6270)

b) Consider a two-qubit controlled phase gate: it applies U = €1 to the
second qubit if the first qubit has value |1), and acts trivially otherwise.
Show that it is actually a one-qubit gate.
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c) Draw a circuit using controlled-NOT gates and single-qubit gates that
implements controlled-U, where U is an arbitrary 2 x 2 unitary trans-
formation.

6.3 Precision.

The purpose of this exercise is to connect the accuracy of a quantum

state with the accuracy of the corresponding probability distribution.

a) Let || A ||sup denote the sup norm of the operator A, and let
| A flu=tr[(ATA)" \p (6.271)
denote its trace norm. Show that v

I AB [l < || B [lsup - [| A lusland | tr A| < Al

Q

b) Suppose p and p are two densitQmatrices, and {|a)} is a complete or-
thonormal basis, so that Q—

\QPa (alpla),

&

(6.272)

= (alpla), (6.273)
are the correstlﬁng probability distributions. Use (a) to show that

Q_‘?‘ SR Bl < o=l (6.274)
Q

¢) Suppose that p = |1) (1] and p = [))(1)| are pure states. Use (b) to show
that

SUP =B < 2| |4) —|4) | - (6.275)

6.4 Continuous-time database search

A quantum system with an n-qubit Hilbert space has the Hamiltonian

H, = E|w){w|, (6.276)
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where |w) is an unknown computational-basis state. You are to find
the value of w by the following procedure. Turn on a time-independent
perturbation H' of the Hamiltonian, so that the total Hamiltonian
becomes

H=H,+H. (6.277)

Prepare an initial state |1g), and allow the state to evolve, as governed
by H, for a time 7. Then measure the state. From the measurement
result you are to infer w.

Q
a) Suppose the initial state is chosen to be &‘2\

5) Wziu {_é (6.278)
QV‘

and the perturbation is

E|é_@- (6.279)

Solve the time-independent Schm@er equation

QO
i GL% H|[y) (6.280)

to find the state at tim Qd How should T" be chosen to optimize the
likelihood of successfullXdetermining w?

b) Now suppose that g?my choose [1)y) and H' however we please, but
we demand tha state of the system after time 7" is |w), so that
the measurement ‘determines w with success probability one. Derive a
lower bound that 7" must satisfy, and compare to your result in (a).
(Hint: As in our analysis in class, compare evolution governed by H
with evolution governed by H' (the case of the “empty oracle”), and
use the Schrodinger equation to bound how rapidly the state evolving
according to H deviates from the state evolving according to H'.)



